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CHAPTER 1. INTRODUCTION 

Modeling the kinetics of atomic or molecular processes 

has long been of Interest to chemists and physicists alike. 

In particular, models describing molecular or atomic events, 

such as chemical or physical changes In state which occur at 

discrete sites on a regular periodic lattice, have been 

studied since the early part of this century. Most of the 

model studies reported in the literature have been devoted 

to the equilibrium statistical mechanics investigations. 

These studies span a wide range of disciplines including 

polymer chemistry, surface chemistry, the lattice theory of 

solutions and many, others. However, there has also been 

considerable Interest in describing the nonequilibrium or 

kinetic behavior of lattice systems. Kinetic lattice models 

have been applied to a diverse selection of problems of 

current Interest In the physical and biological sciences 

such as the catalytic activity of metal or metal oxide 

surfaces (1), the characteristics of spin-lattice systems 

(2), and the structure and conformation of polymer molecules 

(3). 

An Overview of Lattice Kinetics 

We open our discussion of kinetic lattice models with an 

overview of the physical concepts and the mathematical for­

malism used in the description of kinetic lattice processes. 
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One of the first kinetic models of a lattice process 

was reported in 1918 by I. Langmuir (4) in connection with 

his study of the rate of heat loss from a hot tungsten 

filament in an ambient atmosphere of hydrogen gas. In the 

model Langmuir considers, molecules from the gas are assumed 

to collide randomly with the lattice with the possibility 

that they can be adsorbed onto vacant sites at a rate 

determined by the rate constant, k, and the gas pressure, P. 

Adsorbed molecules can be desorbed from the surface at a 

rate determined by the rate constant, k'. In this model each 

adsorbed molecule is assumed to occupy a single site, with 

only one molecule being allowed per site, and there is no 

interaction between adsorbed molecules. Thus, neighboring 

adsorption events are assumed to have no effect on the 

probability of adsorption at a site, and the geometry of the 

lattice is unimportant. The kinetic equation for this model 

can be written as 

II = kP(l-0) - k'0, (1.1) 

where 0 Is the covering fraction (i.e., the fraction of 

sites occupied). This equation has the solution 

0 = kP 
kP+k' 

1 _ e-(kP+k')t (1.2) 

which reduces to the equilibrium distribution 

® " ÏW ' ̂ = k/k' , (1.3) 



www.manaraa.com

3 

as The quantity H is a function of temperature, but not 

pressure. Equation 1.3 is the well-known Langmuir isotherm. 

Even though this model is simple, it affords insight into the 

nature of the adsorption problem and thus it has become a 

cornerstone in the development of theories of adsorption and 

other lattice processes. 

The Langmuir model is an example of a model which we 

term reversible and noninteracting. By reversible we mean 

that both adsorption and desorption occur. Using a 

terminology more suited to general applications, we say that 

both a transition and its reverse can occur at a site in a 

reversible model. By noninteracting we mean that an event 

•occurring at a site has no influence on what happens at other 

sites. 

Now suppose that the rate constant k' is small so that 

desorption is an unimportant process on the time scale of 

interest. Then Eqns. 1.1 and 1.2 reduce to 

II = kP(l-0) , (1.4) 

and 

0 = 1 -  e ' k P t ,  ( 1 . 5 )  

Clearly, no equilibrium can be established now and the 

lattice saturates at 6=1 as t-»». A model such as this, 

where the reverse transition does not occur (and therefore 

no equilibrium is established and the forward process 

continues until saturation), we refer to as an irreversible 
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model. Most of the models discussed In this thesis are of 

this kind. 

Let us further extend our considerations to Include 

cases where the condition of one site can Influence what 

happens at a neighboring site. We term models describing 

such cases as Interacting. It is convenient at this stage 

to make the somewhat artificial distinction between an 

interaction which prohibits an event at a neighboring site, 

which we call a blocking interaction, and an interaction 

which Influences the rate of transition at a neighboring 

site, but does not prohibit transitions, which we call a 

cooperative interaction. A simple but Important example of 

a blocking interaction is found in the irreversible cheml-

sorptlon of homonuclear diatomic molecules. In this case, 

it Is convenient to discuss the adsorption process by 

considering two different lattices. The first is the so-

called "atomic" lattice. Each atom of an adsorbed diatomic 

molecule occupies a single site on this lattice. If we 

assume that the mechanism of the adsorption is such that the 

two atoms from a single molecule must occupy adjacent sites, 

then the point between these two sites can be thought of as 

a lattice site on a conjugate lattice which we call the 

"molecular" lattice. Sites on the molecular lattice are 

occupied by adsorbed molecules. Although it might appear 

that the atomic lattice is the more physical of the two, in 
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a sense the molecular lattice Is more useful from a 

theoretical point of view. This is because each adsorption 

event takes place on a single molecular lattice site whereas 

the same event involves two sites on the atomic lattice. 

Since two adjacent molecular sites have a common atomic 

site, and each atomic site can only be singly occupied, 

adsorption on one molecular site precludes adsorption on a 

neighboring molecular site. This is what we mean by a 

blocking potential. In the case at hand, an adsorption 

event blocks an event only on the first nearest neighbor 

molecular sites, and hence we refer to this event as having 

a 1st n.n. blocking potential. By obvious extension we can 

also have 2nd n.n., 3rd n.n., and etc. blocking potentials. 

Unlike the Langmuir case, the geometry of the lattice is 

important when an adsorption event at one site can influence 

the probability of adsorption at another site. The lattices 

we consider in most of our discussions are linear. 

Since the chemisorption problem discussed above is 

assumed to be irreversible, adsorption continues until the 

lattice saturates (i.e., until there are no two adjacent 

atomic sites or, in other words, until there is no molecular 

site on which adsorption can occur). However, because of 

the random nature of the process, there will be isolated, 

vacant sites remaining at saturation. In fact, on an 

infinite linear lattice the fraction of sites remaining 



www.manaraa.com

6 

— 2 
vacant Is e~ . We refer to this result often in this thesis 

and explicitly derive it in Chapter 2. 

The specific model discussed above Is called the dimer 

problem and is of central importance throughout this thesis. 

Although we have introduced the dimer problem in the context 

of irreversible chemisorption, it arises in other physical 

contexts. For example, in a classic paper, Plory (5) 

utilizes the dimer model to Investigate the condensation of 

adjacent substituent ketone groups on the polymer poly-

(methyl-vinyl)ketone. Equation 1.6 illustrates the reaction. 

-CHg-CH-CH_-CH-CH_-CH > -CH„-CH-CH^-CH-CH„-CH- + H„0 
2 I 2 I 2 I 2 I 2 I 2 I 2 
C=0 C=0 0=0 C C C=0 (1.6) 

I I I / \ I 
CHj CH, CH, CH, OH 0 OH, 

The random reaction of pairs of adjacent ketone groups along 

the chain leaves a distribution of Isolated, unreacted 

ketone groups, in analogy to the dimer adsorption problem. 

Plory finds the distribution of unreacted groups on a chain 

of length N at saturation by solving a sequence of finite 

difference equations. Of course, in the limit as the 

fraction of unreacted groups approaches the previously cited 

— 2 
result of e . In the terminology previously Introduced, 

the carbon atoms of the polymer backbone to which the ketone 

groups are attached are the "atomic" sites and the inter­

vening carbons are the ."molecular" sites. Clearly, this 
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language Is not particularly appropriate here, and hence we 

Introduce the more general terms of "event lattice" for 

"molecular lattice", and "space-filling lattice" for "atomic 

lattice". The rationale for the use of the term "space­

filling" will become clear when we discuss the theoretical 

relationship between the two lattices in Chapter 2. 

As mentioned above, we also want to consider cooperative 

interactions (i.e., interactions which influence, but do not 

prohibit events on neighboring sites). We use a similar 

notation to describe such interactions. For example, we 

might have a 1st n.n. blocking potential with 2nd and 3rd 

n.n. cooperative interactions. Figure 1.1 illustrates this 

situation. For cooperative interactions, we must also 

specify to what extent an event favors or disfavors the 

occurrence of a second event at a neighboring site. 

Throughout our discussion we will have reason to refer 

to distributions on both types of lattices previously 

discussed. In general, we will use the generic symbol "f" to 

refer to event lattice distributions and "P" to refer to 

space-filling lattice distributions. The two types of 

distributions are obviously related as is discussed in detail 

in Chapter 2. The densities on the lattices (i.e., the sing­

let distribution functions) are given the special symbols "n" 

for the event density and "0" for the space-filling density. 

For the case of monatomic adsorption (i.e., the Langmuir 
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j-4 j-3 j-2 j-1 j j+1 j+2 j+3 j+4 
00 

t_ I : 1 1 

Figure 1.1. The interaction scheme for an event, X, on site j with a 1st n.n. 
blocking potential and 2nd and 3rd n.n. cooperative interactions. 
The solid line indicates the range of the blocking potential and 
the dashed line indicates the range of the cooperative interactions 
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case) the event and space-filling lattices are obviously the 

same, and n=8. However, for the dimer problem, n=2G because 

each event site has associated with it two space-filling 

sites. Thus, we see that the relationship between n and 0 

depends on the particular problem. 

Having given a simple example of a kinetic lattice model 

to introduce most of the major concepts of a lattice process 

we can now briefly discuss the general mathematical formalism 

through which most lattice processes can be described. We 

first consider a lattice system of arbitrary geometry in 

which the various lattice sites can exist in one of a number 

of different conditions and arbitrary transitions of a site 

from one condition to another is allowed. We refer to such 

transitions as events. We assume that the condition of the 

sites in the neighborhood of a given site can promote, 

inhibit, or prohibit the occurrence of events at that site. 

A general description of the time evolution of the 

distribution of events over the entire lattice is given by 

a master equation (6,7) of the form 

= I {W(B-vA)P(B) - W(A->B)P(A) } . (1.7) 
B 

Here, A and B are macroscopic (as opposed to quantum) states 

of the entire lattice, where the lattice state is designated 

by specifying the condition of each of the lattice sites, 

P(A) and F(B) are the distribution functions for states A 



www.manaraa.com

10 

and B, and W(A->B) Is the time Independent probability for the 

transition from state A to state B. The first term on the 

right side of this equation describes the Increase in the 

probability P(A) due to the transition of one or more sites 

of state B to give rise to state A, summed over all 

contributing states B. The second term similarly describes 

the loss of P(A) due to site transitions of state A to 

another state B. The solution of this equation gives a 

complete description of the time evolution of the distri­

bution function for the general lattice state A. The kinetic 

equation for the Langmuir model, Eqn. 1.1, is an example of 

a simple master equation. 

The solution of the master equation (Eqn. 1.7) generally 

provides more information than is useful in a particular 

problem; one is typically more interested in the kinetics of 

distributions of much smaller configurations of conditions 

such as the distributions of conditions for a single site. 

We can obtain the kinetic equations for the distribution of 

conditions on a particular set of n sites, designated by {n}, 

Irrespective of the condition of all other sites of the 

lattice, by formally summing Eqn. 1.7 over all macroscopic 

states in which the desired configuration of conditions 

appear. The resulting kinetic equation has the general form 

dt " (1.8) 
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where Is the n site distribution function for the 

configuration of conditions on {n}; x^ls an n-dlmenslonal 

vector whose 1th component, x^, denotes the condition of the 

1th site of {n}; and and A^^j(x) are terms that 

respectively describe the gain and loss of fj"j(x). Explicit 

forms of this equation for the kinetics on a linear lattice 

will be derived from slightly different considerations in 

Chapters 2 and 3. 

In most cases Eqn. 1.8 does not constitute a master 

equation because the transition probabilities contained in 

the gain and loss terms are conditioned on the local distri­

bution of conditions and couple fj^j(x) with distributions 

of larger configurations of conditions. The distributions 

on the {n} sites therefore generally do not evolve as a 

closed set and do not satisfy a master equation. Instead, 

Eqn. 1.8 represents an infinite hierarchy of coupled 

differential equations that are analogous to the BBGKY 

hierarchy of equations that are fundamental to the kinetic 

theory of fluids (8). If we consider the particular case 

where we have only a single. Irreversible event, a lattice 

site can be In one of two conditions; an initial condition 

which we shall refer to as a vacancy and denote by 0, and a 

final condition brought about by the event which we denote 

by 1. If initially all sites are in the same condition, 

then a site being in another condition is equivalent to an 
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event occurring. Hence we can also meaningfully refer to a 

distribution of final conditions as a distribution of events. 

In this case, Eqn. 1.8 takes on a simple form In either of 

two special cases. When x describes a configuration composed 

only of events (i.e., x = 1, where is the occupation vector 

with a one in every component) there can be no loss in 

f|^|(x) and only the gain term survives. In the opposite 

case where x describes a configuration of vacant sites 

(i.e., X = 2) there is no gain in fj^j(x) and only the loss 

term survives. The latter situation is the one we consider 

throughout most of this thesis. 

The objective of the work presented in this thesis is to 

develop and investigate models that describe the cooperative 

kinetic behavior of interacting events on linear lattices 

through a kinetic equations approach. We also consider the 

application of these models to specific problems of current 

interest as well as the general applicability of the models 

to a wide range of other lattice problems. 

The study begins in Chapter 2 with a review of the 

basic model used to describe the kinetics of nonlnteractlng 

events on an infinite, semi-infinite, and finite linear 

lattice. The methods of solution of the kinetic equation 

for these models is presented in detail. In Chapters 3 and 

4, we then extend these models to describe the kinetics of 

cooperative events and discuss the general solubility of 
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the associated kinetic equations In terms of the range of the 

cooperative Interaction. In order to test the validity of 

the models, we calculate the sticking coefficient for 

monatomlc and homonuclear diatomic molecules and compare the 

covering fraction and temperature dependence with published 

experimental data In Chapter 5. In Chapter 6, we present 

specific examples of the application of these models to other 

problems of surface chemistry and catalysis. The general 

applicability of the models to the kinetic description of a 

broad range of other lattice based processes Is discussed In 

detail. Finally, In Chapter 7, we present a brief descrip­

tion of an attempt to experimentally study the photoinduced 

chemisorptlon of methane onto the hexagonal (110) face of a 

tungsten crystal. As opposed to the statistical emphasis of 

the major portion of this thesis, this experimental study is 

intended to investigate the mechanistic aspects of the 

chemisorptlon processes. 

In the next two sections we review a major portion of 

the literature concerning the development of kinetic lattice 

models and their application to various problems of physical 

Interest. We Include such an extensive review In this 

thesis, first of all, because the body of literature 

concerning these kinetic models is not large, but more 

importantly, because lattice models have a wide application, 

and for this reason, are scattered throughout the literature 
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of several scientific disciplines. This dispersion in the 

literature has led to the repetitious solution of the same 

basic lattice problem in several different contexts. For 

example, the dimer problem has been solved as a polymer 

problem, a statistical space-filling problem, and an 

adsorption problem, without it being apparent that the 

authors are aware of each others work. It is our goal to 

review the various published articles concerning kinetic 

lattice problems and present them in one place for comparison 

and reference purposes. Except for occasional references to 

these two sections, the remainder of this thesis is self-

contained and the reader who Is not particularly Interested 

in a literature review can go on to Chapter 2. 

Literature Survey - Models 

The literature from the years following the 1939 work of 

Plory contains a number of models describing the kinetics of 

various irreversible lattice processes. Most of the models 

are similar to those discussed in the first section and we 

will therefore discuss the results of the various authors in 

terms of these models. We primarily limit ourselves to a 

discussion of linear lattices since these are the most widely 

used. 

Space-filling problems in which the event exhibits a 

1st n.n. blocking potential comprise a large portion of the 
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literature on kinetic lattice models. McQuistan and Lichtman 

(9) have studied the distribution of events with a 1st n.n. 

blocking potential on a linear lattice of N sites. They 

derive difference relations, similar to those derived by 
\ -, N~n+2 / s 

Plory, for the quantities I P) (0), which 
1=1 

is the average distribution of n-fold sequences of vacant 

lattice sites. Solutions to the recursion relations give 

9, complicated double sum. In the limit of an 

Infinite lattice, all sites become equivalent and the time 

dependence of the fraction of single, vacant sites, 

pjjJ (0)[t] is given by 

P{j}(0)[t] = 1 - 0(t) = exp[-2{l-exp(-at}], (1.9) 

where o is the rate of occupation of pairs of vacant sites 

on the lattice. In the limit as t->-<», this result approaches 

M ̂ — ? 
~ ® , which is the result cited in the first 

section. A somewhat more general treatment of this space­

filling problem was given by Cohen and Reiss (10). The 

average kinetic distribution of dimers on a linear lattice 

of N sites and on rings of N sites were obtained from kinetic 

equations describing the time evolution of F^^j(0^[t]. 

Solutions on the linear lattice are given by 

= exp[-(n-l)ot]T(l -
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On the infinite chain, this equation is written 

p|"j(0)[t] = exp{-(n-l)at}exp{-2(l-exp(-at))}, (1.11) 

which reduces to Eqn. 1.9 for n=l. Equation 1.11 can now be 

written in the form 

P{n)(0)Ct] = 

Where J Is the leftmost site of {n}, and q(t) = exp(-at). 

This very Important result represents an exact truncation of 

the hierarchy of kinetic equations and will be discussed at 

length in Chapter 2. We shall see then that q(t) can be 

Interpreted as a conditional probability. 

The N-membered ring problem is virtually the same as 

that for a linear lattice of N-2 members. This Is easily 

understood since after the occupation of the first pair of 

sites on an empty ring of N sites, the distributions on the 

remaining N-2 sites evolve exactly as would the distribution 

on a linear array of N-2 sites. 

Cohen and Relss also solve the kinetic equations on the 

finite lattice by generating function or transform 

techniques. For large N, j j (0^) [t=<»] is shown to go as 

~ e~^, and the variance In to go as 

O iiH ii 
o^(m) a 4(N+2)e" . The generating function approach has been 

used independently by Page (11) to establish the same 

results. 
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Vette aj.. (12) derive the kinetics of irreversible, 

non-cooperative dlmer events on a lattice of general 

dimensionality from the master equation approach. In 

particular, a master equation describing the kinetics of the 

dissociative chemisorptlon of dimers, including atomic 

skating, dlmer desorptlon, and dlmer adsorption processes is 

presented. If it is assumed that the rates of desorptlon 

and skating are negligible as compared to the rate of 

adsorption, the master equation reduces to the kinetic 

equations describing the dlmer space-filling problem. The 

hierarchy of equations is truncated and exactly solved on 

the linear lattice with the results 

P{ n}(0) = (1-8)[1 + I In (1-0)]""^ (1.12) 

and 0(t) = 1 - exp{-2(l - exp(-ot))}, (1.13) 

where a is once again the rate of adsorption onto empty 

sites. The hierarchy of equations cannot be truncated 

exactly for lattices of higher dimension and must therefore 

be solved in approximation. To this end, several levels of 

approximation are Introduced by the authors that serve to 

truncate the hierarchy and allow the solution of the 

equations. The approximations are based on the number of 

lattice sites on which the various probabilities in the 

kinetic equations are conditioned and in essence are the non-

equilibrium analogue to the Bethe approximation for a 
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lattice gas (13). A first shell approximation, the lowest 

level of approximation, is made when all conditional 

probabilities having the same configuration of events on 

sites one lattice vector away from the site of interest are 

set equal, regardless of the condition of conditioning sites 

farther away than one lattice vector. This is illustrated 

In Figure 1.2. In this manner, only probabilities 

conditioned on the first shell sites appear in the kinetic 

equations, thereby truncating the hierarchy and allowing 

solutions to be found. The first shell approximation leads 

to an exact result for this noncooperative model for the 

linear lattice. The next higher level approximation, the 

second shell approximation, equates all conditional 

probabilities have the same configuration of events on sites 

lying within a radius of two lattice vectors from the site 

of interest. It is evident that extending this sequence to 

larger shells gives an increasingly higher level of approxi­

mation. Vette et report the saturation covering fraction 

at several levels of approximation for square, hexagonal, and 

triangular lattices. It is noted that the formalism applies 

equally well to irreversible desorption from a completely 

full lattice. We later use this fact as a basis for 

comparison of adsorption and desorption processes. 

A slightly different approach to the space-filling 

problems on lattices of general dimensionality was discussed 
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® SITE OF INTEREST 

© FIRST SHELL SITE 

SECOND SHELL SITE 

® THIRD SHELL SITE 

Figure 1.2. First, second, and third shell sites on a square 
and hexagonal lattice. 
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by Wldom (l4). The model Is explicitly developed to describe 

the distribution of a hard sphere lattice gas with nearest 

neighbor exclusion on one and two dimensional lattices. The 

event for this model is, of course, the occupation of a 

lattice site by a sphere with a spherically symmetric 1st n..n. 

blocking potential. On the linear lattice this model is the 

same as the dimer space-filling models. In this one-

dimensional case, the kinetic equations are solved as density 

expansions and compared to expansions of equilibrium distri­

butions of similar events. The two expansions were found to 

differ beginning with the third virial coefficient. Wldom's 

results are consistent with the results of Hoffman, whose 

work is examined later in this section. Wldom calculated 

the saturation covering fraction for the kinetic distri­

butions on a discrete lattice and on a line with the reported 

results of = 0.826, and 0.7^76, respectively. The 

result on the line agrees with that of Rényl (15), and is 

correct. Wldom later corrected his discrete lattice value 

— 2 of to the standard result (l6), 8^^^ = 1 - e 

The two dimensional version of Wldom's model differs 

from the dimer model in that the blocking potential is 

radially symmetric on the plane. For example, on a hexagonal 

lattice the occupation of one site protects the three nearest 

neighbor sites from occupation. As with the dimer model in 

two dimensions, the kinetic equations for this model are not 
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exactly soluble. Wldom therefore calculates the saturation 

density on a hexagonal lattice to be 0.76±0.02 by Monte Carlo 

techniques. 

Several models have been developed to examine the effect 

of longer range blocking potentials on the kinetic distri­

butions of the space-filling problems. Boucher (17), for 

example, models the kinetics of an event with a 2nd n.n. 

blocking potential within the framework of side group 

reactions on a polymer chain (similar to the Flory model). 

He derives the kinetic equations for the reaction of three 

adjacent pendant groups on a polymer chain of length N and 

solves the equations using a combination of recursion 

relations and generating function techniques for NPrji(0_)[t] 

- ( 2 )  
and (N-1)P| J J (0 ) [t ], the average number of single and 

double Isolated vacancies at time t. In the limit as N, t^™, 

— 2 
a total fraction of sites equal to e~ remain unreacted in 

singlets or pairs. Of this amount, the fraction of pairs of 

unreacted sites is 2e~^ = 0.0996. Mackenzie (l8) describes 

a further extension of the model on a lattice of length N 

to which events with a general rth n.n. blocking potential 

and also utilizes generating function or transform techniques 

in its solution. His results show that in the limit as t->-<», 

for large N, the average distribution of isolated vacancies 

is given by 

P{j}(0) 'V (N+r+1) A^(r+1) (l.l4) 
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and the dispersion of this quantity is given by 

0^ ~ (r+1) (N+r+DAgCr+l) (1.15) 

where A^(r) and Agfr) are quadratures that are parametrized 

on r, the range of the blocking potential. For the case 

where r=l, the integrals can be evaluated explicitly in 

—.p —.Zl 
closed form to give A^(2) = e~ and AgCZ) = 2e~ , and 

Eqns. I.l4 and 1.15 reduce to the results cited previously 

for the work of Cohen and Reiss, and Page. 

If, in the above model, the limit as is taken such 

that the ratio N/r is held constant, we obtain a description 

of the distribution of unit intervals on the infinite line. 

In this limiting case, Mackenzie finds that the distribution 

of vacant intervals of length x at lattice saturation is 

given by 

dve"^^ exp{-2 

V 

dt(i^|—)}, (1.16) 

0 0 

where x lies in the range 0<_x<l. This space-filling problem 

on the infinite line was first treated by a direct analysis 

of the distributions on the line by Rényi, and has come to 

be known as the parking problem. Analyses and generaliza­

tions of this problem are given by Domb (19) and Ney (20). 

Kinetic models describing the distribution of 

cooperative, irreversible events can generally be considered 

as direct extensions of the space-filling models where the 
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transition probabilities are now dependent on the cooperative 

interactions of the local distribution of events on the site 

with the site of interest. The kinetic equations for these 

models are similar to those of the space-filling models; 

however, in general they are more difficult to solve because 

of the increased coupling between distributions. In many 

cases it is still possible to truncate and solve the 

hierarchy exactly on the linear lattice. This is in contrast 

with the kinetic equations for reversible events that can be 

solved exactly in only a very few cases (cf. Langmuir model). 

We can begin our review of the comparatively few 

cooperative, irreversible models presented to date by con­

sidering the work of Schwarz (21) who describes the kinetics 

of an event with a 0th n.n. blocking potential with 1st n.n. 

cooperative interactions on a linear lattice of length N. 

As is the case for all problems on the finite or semi-

infinite lattice, the kinetic equations derived by Schwarz 

are dependent on the position of the configuration of events 

on the lattice and the distributions are therefore character­

ized by the additional parameter "i" that locates the site on 

which the leftmost member of the configuration of events 

occurs. To truncate this site dependent hierarchy of 

equations, a relation referred to as the triplet closure 

rule is presented that allows the distribution of any 

configuration of events to be written entirely in terms of 
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triplets and pairs of events. This rule can be written in 

the form 

(3) (3) 

(n) ^i^^i>^i+l >^1+2^-^1+1 ̂^1+1'^1+2'^1+3^ 
JJ) JJ) 

^i+l(*l+l'*l+2)Pl+2(*l+2'*l+3) ^ 

(3) (3) 

.. ^i+2 (*1+2 '*1+3'*1+4)^1+3(^1+3'*1+4 '*1+5 ) 
X [2l ' " ) 

^1+3(*l+3'*l+4) 
(k) 

where P is the distribution of events on 

sites 1,1+1,...,i+k-l. It is shown in Chapter 3 that the 

triplet closure rule is exact in only one case, but provides 

a convenient approximation with which to truncate a kinetic 

hierarchy, especially in the limit of low event density or 

small cooperative interaction. Using the triplet closure 

rule, Schwarz truncates the kinetic hierarchy and obtains 

four coupled differential equations that are still 

parameterized on 1. He also presents the equations for the 

problem on the infinite linear lattice. None of the 

equations are solved in his paper. 

E. A. Boucher (22,23) extends the cooperative model to 

describe events with a general rth n.n. blocking potential 

and r+lst n.n. cooperative Interaction on the finite lattice 

of length N. Generating function techniques are used to 

solve the site dependent kinetic equations for 0, 

and 0, where 0 is the rate of occupation of a site. His 
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results are presented as complicated quadratures. Numerical 

a function of r. Gonzalez et al. (24) attack a similar 

problem on the infinite linear lattice by assuming that the 

solutions to the kinetic equations have the form 

pj^j(0_) [t] = P(t) exp{-2t(n-2r+k)} 

where P(t) is an unknown function of t, and k is that portion 

of the rate constant reflecting the r+lst n.n. cooperative 

interactions. The equations are then solved for P(t) in 

terms of a quadrature. In the case where r=0, results found 

for the limit where agree with those of Boucher. The 

continuous limit for nonlnteractlng events is shown to agree 

with the results of Rényi. 

An approach based on the grand ensemble formalism is 

used by Hoffman (25) to formulate a cooperative irreversible 

kinetic model of general application. As presented, the 

events of this model have 1st n.n. blocking potentials and 

mth n.n. cooperative interactions. The f{^j(x), the distri­

bution of events on a specified set of {n} sites without 

regard to the condition of the rest of the lattice, are 

expanded in a series of the form 

values of the saturation values of pj|^j(0_) are tabulated as 

{n+m} n+1 
(1.18) 
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(n+m) 
where $ Is the probability that only the set {n}U{m} 

{n+m} 

sites are occupied, the set {m} are sites on the lattice 

other than {n}, and ^^)n+i indicates an average over all 

possible positions of the set {m}. The kinetic equations 

governing the are basically master equations (cf^. the 

discussion following Eqn. 1.7) since is a distribution 

function for the whole lattice, and are given in the form 

p (n-1) y . (n) 

je l -n}  *{n}'  

where is the rate at which event k occurs on a lattice 

occupied by the set of {n} events. The kinetic equations for 

the model are obtained from the time derivative of equation 

1.18 and the appropriate substitution equation I.19. After 

extensive manipulation, these equations are expressed as 

expansions in n-l,& a generalized Ursell function (8). 

These equations are then solved as expansions in n, the time 

dependent event density. The coefficients of these 

expansions are written as sums of cluster diagrams 

representing the interaction of events on a lattice of 

general dimensionality. It is the cluster diagrams that 

contain all of the information relating to geometries and 

cooperative effects in various systems. A general procedure 

for the generation of contributing cluster diagrams in the 
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coefficient of the Jth power of n is presented, where for 

practical reasons j = 1,2,3,4. The model has great 

versatility as presented. It is also easily extended to 

include a general rth n.n. blocking potential by including 

constraints on the evaluation of the cluster diagrams. 

There are, however, drawbacks to this model. Even though 

the density expansions are exact solutions of the kinetic 

equations, the evaluation of cluster diagrams for higher 

terms often becomes impractical, limiting the expansions to 

as little as three or four terms. This, of course, limits 

the accuracy, especially at high event densities. Numerical 

results are presented that compare the four term density 

( 2 )  
expansion for the pair distribution (fj(x) ) of random 

events on the linear lattice to exact solution obtained 

previously (17) and to four term density expansions of 

equilibrium pair distributions. 

Yet another approach is used by Go (26) to describe the 

irreversible cooperative kinetics of a general chemical 

system. Based on the path-integral model of Kikuchi (27), 

this model describes the time evolution of an ensemble of 

chemical systems in terms of the most probable path taken 

by a system. A path is the sequence of possible transitions 

from one state of the system to another. The most probable 

path is the one most likely to be taken by an ensemble 

member as it evolves in time. In the case of a lattice 
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system, the most probable path will describe the evolution 

In time of the Irreversible distribution of events over the 

entire lattice. A brief description of the Go model Is as 

follows: It Is assumed that an ensemble of systems Is In 

contact with a heat reservoir that Induces transitions 

between states of the system. The time evolution, or path, 

of a system Is specified by the transition probability 

between two states, 8^^, a set of state parameters, {p^(t)}, 

which describe the probability that the system Is In state 1 

at time t, and a set of path parameters, {P^j(t,t+At)}, which 

reflect the conditional probability that a system that Is In 

state 1 at time t will be In state J at time t+At. The 

logarithm of the expression describing a path probability Is 

maximized with respect to the path parameters, subject to 

the constraints of the conservation of probability. The 

resulting equations give the most probable path In terms of 

the path and state parameters, transition probabilities, and 

Boltzmann-llke weight factors written In terms of the free 

energy of the state. The kinetic equations for the 

Irreversible chemical changes of state are obtained from the 

time derivative of these equations and have the form 

dp. 
•~dt ^ I 6^j{pj exp[-3(f^-fj )/2] - p^ exp[-3(fj-fj^)/2)}, 

^ (1.20) 

where f^ Is the free energy of state 1, and 0 Is the 

statistical temperature. Equation 1.20 represents the 
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hierarchy of equations that must be truncated and solved 

according to the conditions of the situation under 

consideration. 

The criterion of reversibility of events in a kinetic 

lattice model is necessary to examine the relaxation of a 

distribution of conditions to an equilibrium configuration. 

However, as we noted earlier, the kinetic equations that 

describe the evolution of these distributions are more 

difficult to solve than those for a single. Irreversible 

event, and have been exactly solved in only a very small 

number of Instances. One Important example of a cooperative, 

reversible model that has been solved exactly was presented 

in 1967 by R. J. Glauber (2). The system he considered was 

a linear lattice of N atoms, for which each atom had a 

magnetic spin of a = ± 1/2. The master equation for this 

system is 

- I Wj(Gj|0)P(0,t) (1.21) 

where is the spin of the j th site, Wj(Xj|a) Is the 

transition probability from spin x of site j as a function 

of the particular lattice state a. Here a is the spin 

occupation vector for the entire lattice, and differs 

from a in that the spin of site J is reversed. Equation 

1.21 was used by Glauber to derive the following kinetic 
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equations for the average spin on site j, (oyCt)), and the 

two spin correlation function, (aj(t)o^(t)), for sites j 

and k: 

((7j(t)) = -2(aj(t)Wj[Gj(t)]) 

and (Oj(t)a^(t)) = -2(0j(t)0^(t){Wj[aj(t)] 

+ W^COkCt)}) 

(1.23) 

(1.22) 

The particular form chosen to represent the nearest neighbor 

cooperative Interactions In the transition probabilities 

allow these two equations to be solved exactly and 

Independently using generating function or transform 

techniques. Other forms for this Interaction leave the 

equation coupled. 

Glauber utilizes his kinetic model to describe the 

dynamics of lattice spin waves. Investigate the influence 

of a time dependent magnetic field on the distributions of 

spins, and to find the frequency-dependent magnetic 

susceptibility of the lattice In a weak field limit. He 

also derives the fluctuation-dissipation theorem relating 

the magnetic susceptibility to the Fourier transform of 

the time dependent spin-spin correlation function at 

equilibrium. 

Much of the other work concerning reversible events 

has come In the connection with the study of magnetic spin 
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systems. A detailed review of this topic Is somewhat beyond 

the range of this thesis, however, It can be mentioned that 

higher dimensional analogues of the Glauber model and 

problems Involving magnetic spin lattices In an external 

field have been considered but have not been solved 

exactly. Huang (28) presents a brief overview of these 

problems and the various approximation techniques used In 

their solution. 

Literature Survey - Applications 

We now examine some applications of the models dis­

cussed in previous sections to problems of chemical and 

physical Interest. 

Historically, much of the development of one-

dimensional kinetic models has come in connection with 

polymer chemistry. As we have seen, one form of the dlmer 

space-filling model was presented in 1939 by Plory to 

study the condensation reaction of neighboring ketone 

groups of poly(methyl-vinyl) ketone. Barron and Boucher 

(29) have proposed the use of dlmer space-filling models 

to determine whether the reaction mechanisms of the 

dechlorination of polyvinyl chloride. Illustrated in Eqn. 

1.24, and the dehydrochlorinatlon of polyvlnylidene 

chloride. Illustrated in Eqn. 1.25, are random or self-

propagating. 
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H Cl H Cl H 

•C' C~^C' c—c 
2 (1.24) 

H H H H H H H H H 

If the model distributions match the experimental results at 

lattice saturation, then it is assumed that the reaction of 

a particular polymer unit is governed by random selection. 

If a substantially larger fraction of monomer units have 

reacted than the 13.5% predicted by the space-filling models, 

then it is assumed that the reaction proceeds along the 

chain in a highly cooperative, sequential manner. Experi­

mental results are presented by the authors to support the 

random reaction mechanism for Eqn. 1.24 and the sequential 

mechanism for Eqn. 1.25. 

Cooperative, irreversible models on the linear lattice 

have been useful in the description of the cooperative 

reaction of polymer functional groups. Alfrey and Lloyd 

(30), Arends (31), and Keller (32) present similar models 

for the kinetics of events with a 0th n.n. blocking 

potential and 1st n.n. cooperative interactions to describe 

the kinetic distribution of sequences of n unreacted 

H Cl 

—C—C •> -CH=CC1- + HCl (1.25) 

H Cl 
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functional groups. Alfrey and Lloyd suggest the application 

of the models to Investigate the cooperative nature of such 

reactions as the dehydrochlorlnatlon of polyvinyl chloride, 

as seen In Eqn. 1.26, or the quaternlzatlon of poly(4-vlnyl 

pyridine). Illustrated In Eqn. 1.27. For example. In Eqn. 

H Cl 

-C—C- > -CH=CH- + HCl (1.26) 

I I 
H H 

H H H H 
I I  I I  

-C C— + CH-I > -C C- (1.27) 

' 6  ' é - -
I 
CH3 

1.26 the loss of HCL from a monomer unit converts the 

adjacent units to allyllc structures, which tends to promote 

the dehydrochlorlnatlon reaction. On the other hand, the 

charged amine group of Eqn. 1.27 Is thought to Inhibit the 

quaternlzatlon of adjacent units, especially during the 

latter stages of the reaction. A comparison of the model 

and experimental distributions would help clarify the nature 

and extent of the cooperative behavior. The results of 

Barron and Boucher, from the application of the space­

filling models to the dehydrochlorlnatlon of poly-

vinylldene chloride, supports the cooperative nature of the 

similar reaction of polyvinyl chloride. 
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A variation on the cooperative models we have seen thus 

far is used by McQuarrle ejb al^. (33) to describe a kinetic 

version of the equilibrium Zimm-Bragg (3^) model that 

describes the denaturatlon of a polypeptide. McQuarrle 

defines the event to be the breakage of a peptide bond and 

the subsequent loss of helical structure of the polymer 

unit, where the breaking rate of the peptide bond depends 

on the average cooperative effect of the condition of a 

cluster of neighboring segments instead of accounting for 

the effect of each neighboring segment individually. 

Distributions of sequences of unbonded segments are calculated 

from a hierarchy of kinetic equations in the standard manner. 

No experimental results are presented for comparison. The 

same problem of polypeptide denaturatlon is also treated by 

Go (35) who uses the path integral formalism which he 

developed to describe chemical kinetics. The basic model 

was described in the previous section. We remember that 

his kinetic equations are derived to describe an arbitrary 

chemical process in terms of state parameters and path 

parameters that are analogous to the event distributions and 

transition probabilities of the lattice models. To model 

the polypeptide denaturatlon Go defines the state parameters 

as the distribution of configurations of bonded and unbonded 

segments, but restricts the description to distributions of 

configurations of three segments or less. (This is 
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remlnescent of the triplet closure approximation invoked by 

Schwarz which was previously discussed.) The path parameters 

are specified as the transition probability for an event with 

1st n.n. cooperative interactions. The resulting kinetic 

equations are solved in the linear or near equilibrium 

approximation. Once again, no experimental results are 

presented. 

Isbister and McQuarrie (3) adopt Glauber's reversible 

cooperative model to describe the rotational motion of a 

polymer pendant group about the axis of the monomer segment 

to which it is attached. It is assumed that the pendant 

group can take on one of two possible orientations with 

respect to the axis of the segment and that the dipole 

moment of the polymer segment will depend on the pendant 

groups orientation. Thus, the theory can be experimentally 

tested. The average dipole moment and the dipole-dipole 

correlation function are obtained directly from the Glauber 

kinetic equations. The dielectric susceptibility of the 

polymer chain is then calculated as the Laplace transform 

of the dipole autocorrelation function, * and 

plotted versus electric field frequency for various polymer 

chain lengths to examine the chain length dependence of the 

rotameric motions. 

In other areas of application, kinetic lattice models 

have been utilized in the study of processes that occur on 
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the surface or In the bulk of a crystalline solid. We have 

already seen the application of two-dimensional space-filling 

and cooperative models in the description of irreversible 

adsorption processes in the work of Vette, and of Hoffman. 

However, also of Interest are problems involving the reaction 

of chemical species that occupy neighboring sites on a two-

(or three) dimensional lattice. For example, under normal 

laboratory conditions the surfaces of several metals or 

metal oxides are strongly hydrated and are essentially 

lattices with hydroxyl groups attached to each site. On 

heating these surfaces it is possible for neighboring 

hydroxyl groups to react with the elimination of water, and 

to leave either one vacant lattice site or an oxygen atom 

bridging two adjacent sites. The analogy to the Plory model 

is obvious. The distribution of reacted sites or unreacted 

hydroxyl groups can be used to predict various physical 

properties of the surface such as its catalytic activity. 

The dependence of the catalytic activity of a surface on 

the distribution of chemical species on its surface is 

further discussed in Chapter 6. 

A study of the dehydration of metallic surfaces was 

reported by Puller et. âi* (D who model the noncooperatlve 

combination and elimination of neighboring hydroxyl groups 

on a general NxN square lattice. The reaction of neighboring 

hydroxyl groups proceeds according to Eqn. 1.28. Instead of 
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utilizing a two dimensional space-filling model, they 

OH OH 0 

-M M- -^> -M M- + HpO (1.28) 

represent the square surface as a composite of finite, one-

dlmenslonal lattices that are assembled to comprise the 

NE-SW diagonals of the lattice. It Is then assumed that the 

elimination reaction occurs only between hydroxyls that lie 

on one of the diagonal lattices. Each diagonal can then be 

considered as an Independent, finite lattice for which the 

distribution of events is readily attainable by methods 

previously discussed. The distribution of events of the 

square lattice is then obtained as an average of the distri­

butions on the linear lattices. In this manner Puller 

obtains the result that at saturation 8^^^ = 0.921, or 

approximately 7.9% of the hydroxyl groups remain vacant and 

isolated. As a comparison he also calculates the saturation 

distribution by Monte Carlo techniques with the results that 

®sat ~ 0'925, or 7.5# of the hydroxyl groups remain isolated. 

Monte Carlo simulation of the noncooperative dehydration of 

a surface was also reported for the surface of silica gel by 

Peri and Hensley (36), and for the surface of y-alumina by 

Peri (37). The fully hydrated surface of silica gel 

described by Perl and Hensley is composed of silicon atoms, 

each occupied by a pair of geminal hydroxyl groups. In the 

dehydration reaction It is thought that one of the two 
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hydroxyl groups on a silicon atom reacts with one of the 

gemlnal pair on an adjacent silicon atom In the same lattice 

row to form a slloxane link and a vicinal pair of hydroxyl 

groups. A vicinal and gemlnal hydroxyl group or two vicinal 

hydroxyl groups are not allowed to react. The results of 

this calculation show that at saturation, 15.4% of the 

hydroxyl groups were left Isolated and unreacted. The 

difference In these results with those obtained by Puller 

arise from the difference in reaction geometry of the two 

problems. Whereas the dehydration of the silica gel occurs 

along the parallel edges of a unit cell, the dehydration 

model proposed by Puller is characterized by the reaction of 

hydroxyls across the diagonal of the square unit cell. 

The model of the dehydration of y-alumina, described 

by Perl, has one hydroxyl group per surface site and allows 

the reaction of a hydroxyl group to occur with either 

horizontal or vertical nearest neighbor groups. At 

saturation approximately 9'6% of the groups remain Isolated. 

Three-dimensional applications of kinetic lattice 

models are rare, however Jackson and Montroll (38) utilize 

basic combinatorial techniques to describe the statistics of 

the recombination of nearest neighbor nitrogen radicals that 

have been condensed in a solid nitrogen matrix. It is 

assumed that a radical reacts with a single nearest neighbor 

radical to form a nitrogen molecule. The average saturation 
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distribution of free radicals is then calculated for lattices 

of cubic symmetry from the number of ways the nearest 

neighbor sites can react without reacting with the site of 

interest. Since this model describes the distribution of 

events as an average over all configurations of neighboring 

sites, it clearly ignores the kinetic, space-filling aspects 

of the problem and the results must be considered as an 

upper limit for the possible kinetic distributions. For 

example, the solution of the model on the linear lattice 

gives a saturation density of unreacted radicals of 17-7% 

as compared to 13.5% for the space-filling models. The 

three dimensional results for the fraction of radicals for 

simple, face centered, and body centered cubic lattices are 

reported to be 0.138, 0.122 and 0.102, respectively. A more 

detailed discussion of this approach to the calculation of 

lattice distributions can be found in papers by Roberts and 

Miller (39), and Lichtman and McQuistan (40). 
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CHAPTER 2. NON-COOPERATIVE, IRREVERSIBLE MODELS 

In Chapter 1 we presented a very general overview of 

kinetic lattice models and their applications. It is the 

purpose of this chapter to review the development of the non-

cooperative models by examining the derivation and solution 

of the kinetic equations for the infinite, semi-infinite, and 

finite linear lattices. Many of the ideas and techniques 

utilized in this chapter are fundamental to the development 

and discussion of the models with cooperative events 

presented in Chapter 3. 

The Infinite Lattice of Equivalent Sites 

As in the previous chapter, vre consider an ensemble of 

linear lattices in which each lattice is composed of an 

infinite number of equivalent, regularly spaced lattice 

sites. Each site on a given lattice can be in one of two 

conditions, 0 or 1, which represent two distinct chemical or 

physical states of the site. An event Is now defined as the 

transition of a site from condition 0 to condition 1. For 

allowed transitions, the transition probability for an 

event is denoted by a. All sites are initially assumed to 

be in condition 0. An event with an rth n.n. blocking 

potential which has occurred on site j prevents transitions 

from occurring on sites j-r through j+r. As in Chapter 1, 

we define fj"j(l) and f^j^j(0_) to be the respective 
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probabilities that a particular set of n sites, which we 

denote by {n}, have or have not undergone transition at time 

t. We can relate these two types of distributions through 

the following operator formalism. Let f^(l) be defined as 

an operator that acts on Individual ensemble members and 

takes on a value of 1 If site k on the particular lattice 

has undergone transition, and takes on the value of 0 if 

site k is vacant. The operator f^(l) Is evidently a 

projection operator that projects from the ensemble that 

subset of lattices on which site k has undergone transition. 

Also, let f^(0) be defined as a similar operator that 

projects the subset of lattices with a vacancy at site k 

from the ensemble. We note that these operators satisfy the 

following relation: 

f^fl) + fi^(O) = 1 (2.1) 

The event distribution on {n} can then be expressed in terms 

of these operators as 

f("{(l) = & n f, (1) (Ensemble) (2.2) 
~ ^ ke{n} k 

where (Ensemble) represents all of the members of the 

ensemble, and M Is the number of lattices In the ensemble. 

The distribution of vacancies on the {n} sites Is similarly 

written as 

f|nl(0) = è : f^(0) (Ensemble). (2.3) 
~ ^ ke{n} ^ 
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We can now obtain the formal relation between the two types 

of distributions by substituting Eqn. 2.1 Into Eqn. 2.3 with 

the result 

f("{(0) = ̂  n (1 - f\(l)) (Ensemble). (2.4) 
~  ^  k e i n }  ^  

By expanding the product we have that 

ffni(O) = I (-1)^ n f, (1) (Ensemble) 
~ {r}E{n} ke{r} ^ 

where {r} represents a possible subset of {n} (Including the 

nullset), and r Is the number of elements of {r}. To 

illustrate this result, let us explicitly find the distri­

bution of vacancies on three adjacent sites (say sites j, 

j+lj and j+2) In terms of the distribution of events. For 

this case we find that Eqn. 2.5 can be written 

= 1 -

^{J+l,J+2)'-' " ''{J !j+1,J+2>^^'' 

where the doublet and triplet distributions can each be 

equal to zero depending on the range of the blocking 

potential exhibited by the event. Prom this discussion, 

it should be noted that the set of all distributions of 
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configurations of events (or by Eqn. 2.5, the set of all 

distributions of configurations of vacancies) Is complete; 

that Is, by the conservation of probability, the distribution 

of any configuration of events and vacancies can be written 

entirely in terms of distributions of events (or vacancies). 

We begin our derivation of the hierarchy of kinetic 

equations for this model by considering the manner In which 

the distribution fj^j(l) changes in time. Because we are 

modeling an irreversible process, the time rate of change of 

f|"j(l) is solely determined by the ensemble average of the 

rate of transition of sites In {n} that give rise to the 

configuration denoted by (1)3 1/6., the gain term of Eqn. 

1.8. Since we now consider only blocking potentials, this 

rate at a given site on a particular lattice is zero or a, 

depending on the local distribution of events and vacancies. 

Consider, for example, an ensemble member which, at some 

time t, has site j vacant. An event can occur at that site 

thereby changing the ensemble density of events f(l), only 

if site j is not blocked from transition by an event on a 

neighboring site which is r or less sites away. The time 

(1) 

rate of change of f|jj(l) is therefore 

(2r+l) 
{j-r,. .. ,j+r} ( 2 . 6 )  
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The kinetic equations governing the distribution of 

larger configurations of events depend In a very complicated 

manner on the set {n}, and r, the range of the blocking 

potential. We can, however, utilize the operator formalism 

which we previously Introduced to write the general kinetic 

equation governing the time evolution of an arbitrary 

configuration of events In the following manner: 

o 
dt M I  

Je{n} 

n (1 - f^, (D) n fj^(i) 

k'e{j-r,...,j+r} ke{n-j} . 

(Ensemble ) 

= a 
I  

Je{n} {k}e{j-r,...,J+r} 
(2.7) 

where U Is the standard notation for the union of two sets, 

and p Is the number of elements In the set resulting from 

the union. Equations 2.6 and 2.7 form the Infinite 

hierarchy of differential equations describing the evolution 

of distributions of Irreversible events on the infinite 

linear lattice. 

In a similar manner we can write equations for the 

distribution of vacancies as follows: 

.(n) 

dt M I 
je{n} 

n 

ke{n}u{j-r,...,j+r} 
(Ensemble), 

o I f(n+2r)(0) 
jein} {n }U{j-r,...,J+r} 

( 2 . 8 )  
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The latter set of equations, in general, involve fewer terms 

and is therefore less complicated. However, as previously 

mentioned, the complete set of equations for vacancy distri­

butions is equivalent to the complete set of equations for 

event distributions. This can be explicitly seen by 

differentiating Eqn. 2.4 with respect to time and substi­

tuting Eqn. 2.7 into the result to obtain Eqn. 2.8. In the 

case where the distributions describe configurations of 

consecutive vacant sites, Eqn. 2.8 reduces to the following 

cloyed set of kinetic equations: 

(2r+l) 
= - no f(0) , n<r+l (2.9) 

(2r+l) n-r-1 (2r+l+A) 
= _ o(2r-n)f(0) -  2a I  f(0) , r+l<n<2r 

« - ,.0 - (2.10) 

and 

rifroî (n) r (n+A) 
= - a(n-2r)f(0) _ 2a I f(0_) , n>2r (2.11) 

&=1 

Here all the distribution functions refer to consecutive 

vacant sites, hence the subscript designating the set of 

lattice sites is superfluous and has been deleted to be 

consistent with the notation of Chapter 1. Equations 2.9, 

2.10, and 2.11 form an infinite hierarchy of equations that 

can be exactly solved for the distributions of adjacent 

vacancies. 
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The distributions of events, or equally well, the 

associated distributions of vacancies, provide a complete 

description of lattice processes for the case that an event 

Is represented by the transition at a single site. However, 

as we noted In Chapter 1, It can also be of Interest to 

study the space-filling characteristics of a distribution of 

events. In other words, Instead of representing an event as 

a point transition with an associated blocking potential, 

we wish to consider an event as an entity of finite spatial 

proportions that occupies a segment of definite length on the 

lattice. Thus, we consider two different but related 

lattices; the first being the event lattice we have 

previously Introduced, and the second being a lattice on 

which an event with an rth n.n. blocking potential occupies 

a lattice segment which Is r+1 event lattice spacings in 

length. We refer to this second lattice as a space-filling 

lattice. The space-filling lattice sites are defined to be 

the centers of the r+1 units into which the occupied length 

can be divided. The spacing of sites of the space-filling 

lattice is clearly the same as for the event lattice. (This, 

however, is only true for a one-dimensional lattice.) By 

definition, each event occupies r+1 space-filling lattice 

sites. This situation is Illustrated in Pig. 2.1 for the 

case where r=3. In the dimer adsorption example cited in 

Chapter 1, the atomic lattice is the space-filling lattice 
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O O 0 ^ EVENT LATTICE 

latt^CE""''"^® 

Figure 2.1. Two events with an r=3 blocking potential which are as close 
as possible on the event lattice. Each event occupies 
r+l=4 segments and 4 sites on the space-filling lattice 
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and the molecular lattice is, of course, the event lattice. 

Note that in this case the two lattices are not coincident, 

but are offset from each other by half a unit spacing. Some 

thought will show that this is the situation when r is odd. 

When r is even, the two lattices are coincident. In certain 

cases (e.j^. , the dimer adsorption problem) it is more 

convenient to know the distribution on the space-filling 

sites than on the event sites. We denote these distribution 

functions by where is the occupation vector for 

the set of sites {m} on the space-filling lattice. 

It is important to note that the kinetic descriptions of 

a process on the event and space-filling lattices of a 

particular model are in general not equivalent if we consider 

only a portion of the lattice. The configurations on the 

event lattice always uniquely determine a corresponding 

configuration on the space-filling lattice. However, a 

particular space-filling configuration on a lattice segment, 

in general, can result from one of several event configura­

tions. A simple example is given in Pig. 2.2. The space­

filling distribution functions for a lattice segment can, 

therefore, be written as a sum of the event distributions 

that give rise to the space-filling configuration. However, 

there is no corresponding converse relationship. Because 

the space-filling distributions, in general, correspond to 

a sum of several event distributions, they contain less 
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-o â  O O- [VENT^ 
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^ ^ LATTICE 
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XT M % n SPACE-FILLING 
^ ^ LATTICE 

j 

Figure 2.2. Two distributions on the event lattice that give 
rise to the occupation of site J on the space­
filling lattice 
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Information and provide a less complete description of the 

kinetic process than do the distributions on the event 

lattice. 

Even though distributions on the space-filling lattice 

do not contain the information of the corresponding distri­

butions on the event or molecular lattice, the space-filling 

distributions often are related to properties of physical 

interest. In the Plory model discussed earlier, the event 

is the reaction of a pair of neighboring pendant groups on 

the polymer chain. The quantity of interest to Plory was 

not, however, the number of pairs of reacted groups (i.e., 

events), but rather the number of unreacted pendant groups, 

i.e., the space-filling vacancies. 

The kinetic equations for the distribution of n 

consecutive space-filling vacancies, P^"^(0_), are easily 

derived from Eqns. 2.9, 2.10 and 2.11. (Here, as before, 

we omit a subscript on the distribution functions for 

consecutive vacancies.) An examination of the event and 

space-filling lattices for general r shows that P^^^(O), 

the density of space-filling vacancies, is related to the 

density of event vacancies by 

p(l)(0) = (r+1) f(l)(0). (2.12) 

In addition, we see that 

p(")(0) = f(n+r)(0). (2.13) 
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Differentiating Eqn. 2.12 with respect to time and substi­

tuting this result, along with Eqn. 2.13, into Eqn. 2.9 for 

n=l, we obtain the result 

^ (2.14) 

The remaining kinetic equations in the hierarchy are obtained 

by making the same substitutions into Eqns. 2.10 and 2.11. 

These equations are listed below: 

dPfo! (r+1) (r+l+A) 
= -(r-n+2)aP(g.) -  2a I  P (o), l<n£r (2.15) 

&=1 

and 

riProî (n) r (n+&) 
= -(n-r)aP(0_) -  2a I  ? (0), n^r (2.16) 

&=1 

These equations can also be derived without explicitly 

considering the event lattice by directly examining the time 
(n) 

rate of change of P(0_). 

Equations 2.14, 2.15 and 2.16 form an infinite set of 

coupled differential equations describing the kinetics of 

the distribution of vacancies on the space-filling lattice. 

We now truncate the hierarchy in an exact manner. To this 

end we define a new variable qj which is the conditional 

probability that a given site is vacant given that the 

preceding j consecutive sites are vacant. That is 

(j+1) (j) 
P(0) = P(0) qj. (2.17) 
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Differentiation of Eqn. 2.17 with respect to time gives 

(j + 1) 
dP(_0) 

dt 

( J )  
dP(Q) ( 1 )  

(2.18) 

Equation 2.16 can be substituted Into Eqn. 2.18 and the 

result rearranged to give 

dq. 

dt 
-aq j 2a I 

&=1 

(j+A) (j) 
P(0) /P(0) J>r, (2.19) 

which is'' the general equation governing the time evolution 

of all q^, j>r, and is completely equivalent to the hierarchy 

defined by Eqn. 2.10. The boundary condition for the 

problems we consider is qj=l, at t=0, for all J. It is 

evident that 

( 2 . 2 0 )  

Is a solution of Eqn. 2.19 satisfying the boundary condition. 

Substituting this result back into Eqn. 2.19 yields 

dq, 

dt - C Qy, (2.21) 

which has as its solution 

-at  Qp = e 

Using these results we can write Eqn. 2.17 in the form 

( 2 . 2 2 )  

( J )  (r) j-r-1 ( r )  
P(0) = P(0) n 9^+^ = Jlr 

£ = 0 
(2.23) 
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Equation 2.23 is the exact solution of the Infinite hierarchy 
(j) 

for all P(0.), where j>r. Physically, the truncation equation 

(Eqn. 2.20) says that the sites on which a particular site is 

conditioned that lie beyond r successive space-filling 

vacancies do not affect the conditional probability. That 

is, the r vacancies separating the site of interest from the 

other sites on the lattice block the influence that the 

condition of these sites might have on the rate of addition 

to the site of interest. This truncation procedure reduces 

the determination of any distribution which can be written 

in terms of consecutive vacancies to the solution of a 

finite set of differential equations, namely Eqns. 2.l4 and 

2.15. In Chapter 3 we will see that distributions involving 

nonconsecutlve vacancies can be obtained in a similar 

manner. 

Equation 2.20 can now be used to solve Eqns. 2.l4 and 

2.15. These equations form an autonomous system of differ­

ential equations, that is, time does not appear explicitly 

on the right side of the equations. Hence, the time can 

be completely eliminated by dividing all of the equations 

by Eqn. 2..21. Thus, Eqn. 2.14 assumes the form 

( 1 )  ,  .  
dP(0) (r) 

= (r+l)P(0), (2.24) 

where q^ is now the independent variable, and similarly, 

Eqn. 2.15 has the form 



www.manaraa.com

54 

(n) 
dP(0) _ 
dq_ 

n-1 

(r+2-n) + 2 % (q^) 

&=0 

(r) 
P(0) , l<n<r ( 2 . 2 5 )  

In particular, for J=r, Eqn. 2.25 can be written 

(r) r-1 

^4^= 2 ; 

^ z=o 

( 2 . 2 6 )  

which has as the particular solution obeying the boundary 

conditions 

(r) r 
P ( 0 ) = e xp • 2 1 i(q/-i)r (2.27) 

&=1 

This result, when substituted into Eqns. 2.24 and 2.25, 

yields the results 

(1) 
P(0) = 1 + (r+1) dx exp 2 I Y 

&=1 

(2.28) 

and 

(n) 
P(0) = 1 + dx 

n-1 
£ 

(r-n+2) +2 I  x 

ii=l 

X exp]2 I  J  (x*-l) 

Z = 1  

, l<n<r. (2.29) 

Equations 2.23, 2.28 and 2.29 are the consecutive vacancy 

distributions on the infinite discrete space-filling lattice 

for events with an rth n.n. blocking potential. In the 

present form they are functions of the Independent variable 
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q^. Their time dependence can be established using Eqn. 

2 . 2 2 .  

It can be seen in the case where r=l that these results 

reduce exactly to those obtained by Cohen and Reiss for 

dumbbells on the infinite lattice, given in Eqn. 1.11. The 

saturation limit for the fraction of vacant sites in this 

model is obtained from Eqn. 2.28 by taking the limit as 

q^-»-0. We find that 

(1) I ? 1 n 
dx exp {2 ^ p -1)},(2.30) Psat(O) = 1 - (r+1) Si 

0 & = i 

/ 1 \ ^ p 
which is = e~ for r=l, in agreement with previous 

S cLV 

results. 

We will also find it useful for our later discussion of 

the semi-infinite and finite lattice distributions to solve 

this model for the distributions of two nonconsecutlve 

( 2 )  
vacancies on the space-filling lattice, P^j in the 

case where r=l. The kinetic equations for these distri­

butions can be derived from Eqn. 2.8 or can be derived by 

directly considering the time rate of change of the 

appropriate distribution. These kinetic equations are 

given below. 

« ' - 2° (2.31) 
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(2-32) 

and 

" ^ij!j+i,j+A}(-)' 

j>2. (2.33) 

We now define the conditional probability q(A) to satisfy 

= f{d}to) 5(M. (2.31) 

the quantity q(&) Is then the probability that a site Is 

vacant, given that a single site & sites away Is vacant. 

Irrespective of the condition of the Intervening sites. 

For example, q(3). Using this 

definition, we can write the triplet vacancy distribution 

as 

îa)5(Ji-i). (2.35) 

Substituting this result Into Eqns. 2.32 and 2.33 and 

rearranging, we obtain 

= - o q(l) (2.36) 

and = _ 2o q(l)q(A-l). (2.37) 
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Dividing Eqn. 2.37 by Eqn. 2.36 and introducing the new 

variable x = 2(q(l)-l), we have that 

^ = q (A-1), (2.38) 

which has the solution 

a 
q ( a )  = e^_^(x) + 2 fr • (2.39) 

Here e^^x) = jy is the truncated exponential polynomial 

2 = 0 

of degree n. Substituting this result into Eqn. 2.33, we 

have that 

PSf,3„)(Û) = (-t.i(x) + & A- (2-^0) 

Upon obtaining q^ from Eqn. 2.28 and equating this result 

with Eqn. 2.39 for r=l we find that x = &n (1-0), 

The Infinite Lattice with a Continuous 

Distribution of Sites 

The distribution of vacancies on a line (a line being 

a lattice with a continuous distribution of sites) can be 

calculated as a limiting case of the distribution of 

vacancies on a discrete space-filling lattice, or it can be 

obtained directly by the application of the general model 

to a continuous lattice. In the following discussion, the 

general model will be applied to the infinite line to 

describe the kinetics of space-filling events with a blocking 
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size of length a. The saturation limit of this continuous 

model will then be compared to the saturation on a discrete 

lattice in the limit that the event site spacing goes to 

zero. 

Consider an infinite lattice over which events of length 

a can be continuously distributed. An event can randomly and 

irreversibly occupy a line segment of length "a" provided 

it does not overlap events which have previously occurred. 

We define P(L) as the probability that a line segment of 

length L is vacant, and adJl as the transition rate of an 

event onto a line segment of length d& if no previous event 

blocks the transition. The time rate of change of P(L) for 

L^a is given by the rate of transition onto the line segment 

[-L/2,L/2]. This can be written 

( L—a) 
2 a 

dA P(L) -  20 j  dZ P(L+&), (2.4l) 

— (L—a) o 
2 

where the integrals replace the sums of the discrete model 

(compare to Eqn. 2.15). The first integral in Eqn. 2.4l 

gives the rate of addition of events lying totally within 

the segment [-L/2,L/2]. The second integral gives the rate 

of addition of events only partially overlapping the line 

segment (see Pig. 2.3). Since P(L) is not a function of the 

integration variable in the first integral, this integral 

can be explicitly evaluated to obtain 
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I a 1 

1 1 11 1 1  

-L /2  

' J L 
0 

1 

L /2  

I 0 1 

1  I I I  1  

-L/2  °  0  L/2 _ 

Figure 2.3. Possible configurations of an event of length, a 
on a line segment of length L. In the first 
configuration, L>a and the event lies entirely 
on the segment. In the second configuration, 
L<a and the event encloses the entire segment 



www.manaraa.com

60 

= -(L-a) a P(L) - 2a 

a 

d& P(L+£), L>a. (2.42) 

The remaining integral will be evaluated later. 

When a^L, the time rate of change of P(L) is given 

by (a-L) 
2 

dP(L) 
dt = dil P(a) - 2a I d£ P(a+A), a>L. (2.43) 

—(a—L) 
2 

Here, the first integral gives the rate of addition of 

events which totally encompasses the interval [-L/2,L/2], 

while the second integral gives the rate of addition of 

events which only partially overlap the interval (see 

Pig. 2.3). Once again, the first integral can be evaluated 

explicitly to yield 

L 

= - (a-L) a P(a) -  2o j  ûH P(a+L), 2.44) 

o a^L. 

Equations 2.42 and 2.44 correspond to the hierarchy defined 

by Eqns. 2.l4 through 2.16 and can be solved in an analogous 

fashion. For L^a, the conditional probability 3(L|a) is 

defined by 

P(L) = P(a)3(L| a). (2.45) 

It is the probability that the entire interval of length L 

is vacant given that an interval of length, a, (which can 
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be on either side) is vacant. If we differentiate with 

respect to time and make use of Eqn. 2.42, we obtain 

a 

= - (L-a)a3(L|a) -  2 a j  dA[g(L+A|a) 

o 

- 3(L+a)3(il+a| a) ]. (2.46) 

By analogy with the solution of the discrete hierarchy, we 

propose that 

6(L|a) = e-*(L-a)t (2.47) 

is the solution which satisfies the boundary condition 

0(L)a) = 1 at t=0. This result can be verified by noting 

that 

3(L+A|a) = e-G(L+A-a)t ^ g-a(L-a)tg-a(£+a-a)t 

= 3(L|a)3(&+a|a), (2.48) 

and substituting this result into Eqn. 2.46. Using 

Eqns. 2.45 and 2.47 we can explicitly integrate Eqn. 2.44 

to obtain 

= - CT P(a)[(a-L) + ^  (1 -  e-*Lt)], (2.49) 

a^L. 

For L=a, both the equations for a^L and L^a give 

^ = - ff P(a)(l - e-"®'), (2.50) 
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which can be integrated to obtain 

P(a) = exp{-2f(aat)}. (2.51) 

Here, 
X 

f(x) = j  dy i  (1 - e"^). (2.52) 

0 

Substituting Eqn. 2.51 into Eqn. 2.49 yields 

= -o exp{-2f (aat )} [ (a-L) 

+ (1 - e-"")], (2.53) 

which on integration gives 

P(L) = 1 - a dt' exp{-2f(aat')}[(a-L) 

0 
+ ̂ §T (1 - e-oLt')], (2.54) 

a^L. 

Equations 2.45, 2.47, 2.51 and 2.54 give the distribution 

of any length of vacant segment on the infinite line for 

the events which have a blocking potential of length a. 

We now wish to calculate the probability of any point 

not being covered by an event at saturation. Prom Eqn. 2.54, 

P(0), the probability that any given point on the line is 

vacant, is given by 

oat 

P(0) = 1 - I dt' exp{-2f(t')}. (2.55) 

0 
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Thus, In the limit as t-^*», the probability of any point on 

the lattice remaining empty Is 

= 1 - dt exp{-2f(t')} z 0.25502. (2.56) 

0 

This result has been previously obtained by Renyl (15) and 

others (16,l8). 

The saturation vacancy density on the Infinite line 

will now be shown to be equal to the saturation vacancy 

density on the discrete lattice in the limit r^oo. To this 

end, the saturation limit of the discrete lattice can be 

written as 

^ r 
11m p1H(0) = 1 - 11m (r+1) dq exp{2 I (q^-1)} 

0 1=1 

= 1 - 11m r 
r 

dq exp{2 I (q^-1)}.(2.57) 

Ô 1=1 

We define a new variable x by x = (l-q)(r+l), substitute 

it Into Eqn. 2.57, and expand the argument of the exponent 

to obtain 
V 00 

Pg^|(0) = 1 - llm I dx exp{-2 &n x - 2 % ^ (1 - p)^ 

0 &=r 

- 2 [ % 1 - An r]}. (2.58) 

&=1 
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The first sum in the argument of the exponent can be 

rewritten with the aid of the Euler-MacLaurin sum formula 

(4l) as follows: 

X\ A 
dA Y (1 - (1 -

+ q(r"2). (2.59) 

where Ç(r~ ) represents terms to order r~ and smaller. 

However, 

r 

M I (1 - f) 

r — t 
where E^(x) dt ^ is the exponential integral (4l). 

d& ̂  exp{& &n(l - p)} 

= E,(-r In  (1 - J)), (2.60) 

x 

Equation 2.59 can then be written 

I i (1 - #)* = El (- r An(l - §)) + (1 -
&=r 

+ §)(r (2.61) 

and substituted into Eqn. 2.58 to obtain 

PqafCO) = 1 - lim 
r-foo 

dx exp{-2 &n x - 2E^(-r &n(l - p)) 

- è (1 - $) - 2[ % ^ - &n r]} 
£=1 

( 2 . 6 2 )  

_ p 
where terms to the order of r~ vanish in the limit as r->«>. 

In this same limit the relations 
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11m (1 -
r-4-oo 

and 

lim 
r^oo 

11m 
r->-oo 

( - r  &n(l 

= e 

X 

-X 

? ) >  X 

- &n r 
Z=1 

= Y = Euler's 
Constant (4l) 

(2.63) 

(2.64) 

(2.65) 

are applicable. Thus, 

11m p1H(0) = 1 
r->oo sat - I  dx exp{-2[&n x 

+ E^(x) + y]}, 

= 1 - dx exp{-2 E^^(x)}, ( 2 . 6 6 )  

where E^^(x) = 

X 

0 

dy ^ (1 - e~^). In comparing this result 

with Eqn. 2.56, we find that 

Um p(l>(0) = P(0)sat. 
X^co 

(2.67) 

This rather lengthy analysis shows that the continuous 

model can also be treated as a special case of the model on 

a discrete lattice. 

The Semi-Infinite Lattice 

The mathematical approach used to derive the kinetic 

equations for the infinite discrete lattice can also be used 

to develop the equations for the linear semi-infinite 
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lattice. The seml-lnflnlte lattice can be described as a 

lattice which has a definite starting point and extends to 

Infinity In one direction. For convenience, the model will 

only be developed for lattice events with a 1st n.n. blocking 

potential In this section and the one that follows. 

Extension to events with a general blocking potential Is 

straightforward. 

Consider an Infinite array of equivalent sites on a 

space-filling lattice with a definite left hand end point. 

Let the sites be labeled sequentially, with the left end 

site being number 1 (see Pig. 2.4), and let P^'^ (0_) be the 

probability that j consecutive sites are vacant, beginning 

with site 1 as the leftmost point. It Is necessary to 

specify the location of the configuration of sites In the 

distribution functions because of the Influence of the end 

site on the distributions. The time rate of change of 

the singlet distribution function on the first 

space-filling site, depends only on the rate at which 

transitions are made on the pair of sites 1 and 2 (l.e_. , on 

the event lattice site farthest to the left) because there 

are no left neighbors to site 1. This kinetic equation for 

P(1)(0) Is 

dp(l)(0) 
—^ = - a p(2J(o) = - a p(^(0)q(l), (2.68) 

where, as before, q(j) Is the conditional probability on 
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X—w—X—//—X—X—X—X——X—X—H— EVENT 

I 1 1 1 1 1 1 1—m. SPACE-FILLING 
12 3 4 j-l j j+l 

THE SEMI-INFINITE LATTICE 

X—X—X——X X X—X—(f—X—X—K EVENT 

I 1 1 h-cH 1 1 1 WH 1 1 1 SPACE-FILLING 
12 3 4 j-l j j+l N-2N-I N 

THE FINITE LATTICE 

Figure 2.4. The semi-Infinite and finite event and space­
filling lattices 
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the Infinite lattice that a site is vacant given that a site 

j lattice vectors away is also vacant. Note that this 

conditional probability does not depend on the position of 

the sites relative to the end site. This is true since the 

conditioning site is to the left or terminal side of the 

lattice site of interest (l..e., the site at which the 

probability of a vacancy is of interest). The conditioning 

site blocks the site of Interest from the influence of the 

end site. Conditional probabilities conditioned on the 

terminal side of the semi-infinite lattice are therefore not 

a function of position on the lattice and are equal to the 

corresponding conditional probabilities on the infinite 

lattice. Of course, we have given here only a heuristic 

argument, but this result can be easily proven rigorously by 

explicitly writing the equations governing the time evolution 

of the conditional probabilities. However, a conditional 

probability defined such that the conditioning sites are to 

the right or infinite side of the lattice is not Independent 

of position on the lattice because the site of interest is 

not blocked from the terminal site by a conditioning site. 

These conditional probabilities are denoted by Q^(&), where 

subscript k is the relative separation of the conditioned 

site and the terminal site, and as in Eqn. 2.34, & is the 

relative separation of the condltoned site and the site of 

interest. Expressions relating the conditional probabilities 
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conditioned to the left and right are easily derived since 

= p{l)(0;q(&), (2.69) 
J 

and thus 

P!l)(0)q(&) 

which clearly depends on the position of the end site since 

Pj^)(0) and Pj^j(O) depend on the end site position. 

Now, dividing Eqn. 2.68 by p|^^(0) and introducing the 

new variable, z = q(l)-l, we have that 

= 1, (2.71) 
d £n p(l)(0) 

dz 

which has the solution 

p ( l ) ( 0 )  =  e ^ .  ( 2 . 7 2 )  

Prom Eqn. 2.28 for r=l, we have that q(l) = 1+z = 1 

+ i &n(l-8) and therefore P^^^(O) = e^ = (1-0)^'^^. This is 

a result that is to be expected if we conceptually split an 

infinite lattice in two at a particular site. If the space­

filling site at the split is vacant then it must be that 

the two event lattice sites on either side of this site are 

vacant and vice versa. But these two event probabilities 

are just equal to the probability that the end site of the 

corresponding semi-infinite lattice is vacant. Therefore 
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(1-0) = p(l)(0)2, (2.73) 

or 

= (1-8)1/2, (2.74) 

which is the desired result. 

The kinetic equation for the singlet distribution on 

site 1, when 1/1, is given by 

dp( l )(0) ,2) /px 

--^dt * ?! (9; - * PlflfO; 

= - a qi(p(l)(0) + P{^|(0)). (2.75) 

Since the right hand side of these equations Involves only 

p|^^(0) and these equations can be successively 

solved starting with 1=2. The general result is 

pj^)(0) = e^ ei_^(z), (2.76) 

where, as before, e^(z) Is the truncated exponential poly­

nomial. In the limit as i->-<», e^(z) = e^, and P^^^(O) + e^^ 

= (1-9), as is to be expected. Making use of this result 

and Eqn. 2.20, we have that the distribution of j adjacent 

vacancies on the semi-infinite lattice is 

Pjj)(0) = p(l)(0)(qi)j-l = e2e^_^(z)(q^)J-l. (2.77) 

Also from Eqn. 2.70, we have that the conditional 

probabilities conditioned to the right are given explicitly 
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by 

® n  q ( k )  
Qn(k) ° e ( z )  • (2'7G) 

n 

As we shall see In the next section, this relation can be 

exploited to obtain distributions on the finite lattice. 

The Finite Lattice 

Finally, let us consider a linear, finite space-filling 

lattice of N equivalent sites which is labeled numerically 

from the left end as in Fig. 2.4. As before, the quantity 

is defined as the probability that sites i, 1+1,..., 

1+j-l are vacant. The kinetic equations for this lattice 

are 

fi+i) 
= - a(j-l) p(JJ(0) - a (2.79) 

j<N, 

dip(M) ̂ g ̂ 

—it—^ " - o(N-l) pN(0), j=N. (2.80) 

The solution to this last equation is clearly 

p(N)(0) = e-*(N-l)t = (q^)N-l. (2.81) 

Equation 2.79 can be expressed in the form 

dt 
(eO(J-l)t pU)(o)) = 

= -08°'^"^" (2.82) 



www.manaraa.com

72 

or 

dK. 
dt = Kj+1' (2.83) 

where K. = ^ ̂ 0)/(q^)^ (2.84) 

This Is an autonomous system of differential equations in 

the cyclic variable t. Hence, we can divide Eqn. 2.83 by 

Eqn. 2.20 to obtain 

dK. 
(nr = Kj+i (2-85) 

in which the time no longer explicitly appears. These 

equations can be solved successively starting with the 

equation for K^_^, using the fact from Eqn. 2.8l that K^=l. 

This procedure yields the general result 

= ej(z), (2.86) 

or Kj = e^_j(z). (2.87) 

Thus J from Eqn. 2.84 

Pp^(O) = (q^^)^"^ e^_j(z), (2.88) 

and in particular, 

(0) = e^^^(z). (2.89) 

In the limit that ^ e^, which is the result 

on the semi-infinite lattice. 

Equation 2.88 gives the probabilities that the first j 

sites on the lattice are empty. All other distributions on 
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the finite lattice can be obtained from Eqn. 2.89 and the 

conditional probabilities for the semi-infinite lattice. 

As before, we can use the fact that a conditioning vacancy 

blocks the effect of an end site to obtain two expressions 

for the pair distribution function 

Substituting Eqn. 2.78 and Eqn. 2.89 into this result we 

find that 

This solves the kinetic problem on the finite lattice since 

any distribution can be written as a product of Eqn. 2.91 

and conditional probabilities of the form of Eqn. 2.78. 

We now wish to calculate the mean number of vacancies 

on the lattice. A, and the dispersion in the number of 

vacancies, Let denote the condition of site i, where 

x^=0 if the site is vacant, and x^=l if the site is occupied. 

The average number of vacancies on the lattice of length N 

is then 

= Pji)(o) Qj_i(J-i). ( 2 . 9 0 )  

(2.91) 

N 
A = I (1-x. ) (2.92) 

i=l 
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where the bar denotes an ensemble average. But using the 

fact that the average of a sum is the sum of the averages, 

N N X 
A = I (1-x ) = I P; ̂^(0). (2.93) 

i=l ^ i=l ^ 

If, for convenience, we limit our considerations to large N, 

then over most of the lattice pj^^(O) can be approximated by 

P^^^(O) and A Is approximately given by 

A = NP (2.94) 

""2 
which at saturation is Ne . This is the standard result 

we have mentioned several times previously. 

By definition, the variance is given by 

"a' = (2-95) 

N 
where, in this case, = I (1-x.). On expanding Eqn. 

^ 1=1 1 
2.95 we obtain 

P N N 2 
On = I  Ï  (1-X.)(1-X.) - A . 

1=1 J=1 ^ ^ 

By using Eqn. 2.93 we have that 

^A^ = I  Pj^)(0) + 2 I  I  P|2) (0) - A^. (2.96) 
^ 1=1 1 1 j>i li'Jf 
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Now 

N N N 
= Ï I  p(l)(0)p(l)(0) = i  P(1)(0) 
1=1 j=l ^ ^ 1=1 

+ 2 I I p(l)(0)p(l)(0), 
1 j>l ^ 

and after substituting this result Into Eqn. 2.96, we 

obtain 

_ 2 

(2.97) 

'A 
= I  

1 = 1 

p ( i ) ( 0 )  -  p ( i ) ( 0 ) p ( i ) ( 0 )  

+1 I  
1 j>l 

j 

p{ljj}(^) - p(l)(0)p(l)(0) (2.98) 

For large N we note that pj^^(O) % P^^^(O) = (1-0), and 

~ p(^)(0)q(j-l), and so. In this limit, 

_ N-1 N 
a/ = N0(l-0) + 2(1-0) I I [q(J-l) 
^ 1=1 J=l+1 

(1-0)]. (2.99) 

N-1 N N-1 N-1 
Now I I = I ^ , where k = (j-1). Using this 

1=1 j=l+l 1=1 k=l 

result and Interchanging the order of summation, we can 

perform the sum over 1 to obtain 

N-1 

'A 

f IN—1 ^ 

= (1-0) N0 + 2 I  (N-k)[qi(k) - (1-0)] .(2.100) 
I k=l J 

Since N Is assumed to be large, this expression can 

be written 

_ 2 
'A N(l-0) [0 + 2 I [q (k) - (1-0)] 

^ k=l ^ 
(2.101) 
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However, from the seml-lnfinlte result, we know that 

q(k) = e^,_^(x) + 2 iTT (1-8) = e , where x = In (1-0). 

The Incorporation of these results into Eqn. 2.101 finally 

leads to 

~ N(i-e) 2 I [ek_i(x) - e*] 
k=l ^ 

or 
'A 

2N(l-0)(-x)(1-0). 

-2  

(2.102) 

(2.103) 

Now at saturation (1-0) = e , and hence In this limit 

X = -2. Thus we find that in the limit of large N, the 

saturation value of the dispersion is 

(2.104) % 4Ne"^ 

This result agrees with the results previously obtained by 

other authors (10,11,18). Two points should be noted here. 

First, taking the large N limit beginning with Eqn. 2.99 is 

only for convenience — the method is valid for any value 

of N. Secondly, the variance calculation through Eqn. 2.101 

can be applied for events with any blocking potential. 

However, our results are valid only for r=l since we use 

q(2) and the saturation covering fraction appropriate to 

that problem. 
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CHAPTER 3. COOPERATIVE MODELS ON AN INFINITE LATTICE 

Cooperative models, describing the kinetics of systems 

of interacting events, can be derived as direct extensions of 

the non-cooperative models discussed in the previous chapter. 

For cooperative models, events which have occurred on the 

lattice affect the activation energy barrier for the 

occurrence of events on neighboring sites. The rate of 

transition can be either Increased or decreased. A negative 

change in the activation energy will Increase the rate of 

transition at a site, while a positive change will have the 

opposite effect. For the sake of simplicity, it is assumed 

that the contributions of neighboring sites to the acti­

vation energy are palrwise additive, although the mechanistic 

nature of the interaction and its explicit numerical value is 

arbitrary. Thus, the net change in the activation barrier 

due to the distribution of events near the site of Interest 

is obtained by summing over the contribution of all 

neighboring sites to the site of Interest. For our numerical 

computations we shall assume that the transition rate has the 

Arrhenius form 

T = A exp{-3E^^^}, (3.1) 

where A is the pre-exponentlal frequency factor (which is 

assumed to be Independent of events on neighboring sites), 

3 = (kT)~^, and E^^^ is the energy of activation for the 
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transition including the contributions from the events in the 

vicinity of the site. This particular form is specified for 

numerical convenience and has little bearing on the general 

mathematical development. 

In this Chapter, we consider events on an infinite 

linear lattice. First, we discuss the case where events have 

a 0th n.n. blocking potential and a 1st n.n. cooperative 

interaction. Next, we consider the general equations 

governing the time dependence of the distribution of events 

for the case of an rth n.n. blocking potential and an 

r+lst n.n. cooperative interactions (cf. Chapter 1 for the 

convention used to describe the range of the interaction). 

These equations are solved for the case when r=l (I.e., the 

interacting dimer problem). Some general considerations of 

the case with longer range Interactions are also discussed. 

Cooperative Events with a 0th n.n. 

Blocking Potential 

We now discuss events on a linear lattice with a 0th 

n.n. blocking potential and 1st n.n. cooperative Interaction. 

This model can be used to represent such physical processes 

as the adsorption of atoms onto a linear substrate or the 

change in state of a monomer unit of a polymer chain. Since 

we have a 0th n.n. blocking potential, the event lattice and 

space-filling lattice are Identical, as discussed in 

Chapter 2. 
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Again we consider an Infinite linear lattice composed of 

equivalent, equally spaced lattice sites. We now Introduce a 

new quantity, T^j, which Is the transition probability at a 

site with left 1st n.n. site In condition 1 and right 1st n.n. 

site In condition J, where 1,J = 0 or 1. In Arrhenlus form 

with pairwlse activation energy this can be written 

= A exp{-g(0^+^j)}, (3.2) 

where (j)^ and (pj are the pairwlse additive contributions to 

the activation energy due to sites to the left and right, 

respectively, of the site of Interest. Because of lattice 

symmetry, = Tj^. The transition probability can now be 

written In the form 

= a exp{-g(l+j)(0^-^g)} = a(l+a)^^J, (3.3) 

where a e  = A exp{-234-Q} (3.4) 

Is the transition probability of the noncooperatlve models 

discussed In Chapter 2, and 

a = exp{-3(^]^-<|)Q)} - 1. (3.5 

The quantity a reflects the cooperative Influence of an 

event at one site on the transition probability at a 

neighboring site. For the noncooperatlve case a=0, for a 

positive Interaction (corresponding to a negative change In 

the activation energy) a>0, and for a negative Interaction 

(a positive change In the activation energy) a<0. Table 3.I 
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Illustrates the variation In activation energy with a. The 

value of (pg f the contribution of a nearest neighbor vacancy 

to the transition activation energy of a site* is a measure 

of the temperature dependence of the initial rate as can be 

seen from the equation da/dT = 24^A(kT^)"^e%p{-26^^}. This 

parameter can take on values representing an activated 

transition (4^>0) or a nonactlvated transition (4^=0). The 

effects of this parameter are eliminated if the kinetic 

equations are solved as a function of the dimensionless time 

XQgt. Hence, (pQ sets the time scale of the kinetic process 

but has no effect on the various distributions of interest 

when they are considered as functions of the density of 

events. 

Table 3.1. The variation of the activation energy difference 
((|)^-(j)g) with the interaction parameter a, at 

T = 300°K 

a ((j)^-(|)Q), kcal/mole a kcal/mole 

0.0 0.0 0.5 -0.242 

-0.1 0.063 1.0 -0.413 

-0.3 0.213 2.0 -0.655 

-0.5 0.413 3.0 -0.826 

-0.7 0.717 5.0 -1.068 

-0.9 1.372 10.0 -1.429 

-0.99 2.744 100.0 -2.750 
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It has been assumed In our expressions for the rate 

constants that the pre-exponentlal frequency factor. A, Is 

not a function of event configuration. This assumption would 

break down If the local distribution of events had an 

entropie effect on the transition probability at the site of 

Interest. When a multlstep mechanism Is represented as a 

single event, It Is necessary to Introduce an effective pre-

exponentlal factor. A, which Is an Implicit function of time. 

An example of this will be considered In Chapter 5- However, 

for the present, we will consider A to he a constant that Is 

Independent of configuration and time. 

As previously mentioned, the mechanism through which an 

event changes the activation energy for transition at a 

neighboring site Is immaterial to the mathematical develop­

ment of the models. It is, however, of Interest to note that 

these changes can be attributed to a variety of mechanisms. 

For example, the condition of a neighboring site can directly 

Interact with the site of interest to induce a temperature 

Independent change in the activation energy. The Inter­

actions can also be transmitted through the lattice with 

mechanisms of varying degrees of complexity. These effects 

can be temperature dependent according to the specific 

mechanism; examples are changes due to an Increase in the 

heliclty of a polymer In the case of the denaturation of a 

polypeptide (see Chapters 1 and 6) or the shift in the Fermi 
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level of the electrons near the surface of a semiconductor 

In chemlsorptlon. 

We now derive the kinetic equations for this model. 

(1) (1) 
The time rate of change of f(0) = P(0) Is given by 

dPfoî (3) (3) (3) 
= _ TqqP(OOO) - 2TQ^P(100) - T^3_P(101). (3.6) 

By expressing all probabilities In terms of vacancy 

probabilities as discussed In the previous chapter, we have 

that 

dPfol (1) (2) 
. _ T^^P(O) _ 2(Toi_Tii)P(0) 

(3) 

~ (^OO'^^Ol^^ll^^ (3'7) 

(n) 
where as before P(0_) Is the probability of finding n 

adjacent vacant sites. The kinetic equations governing the 

time evolution of other distributions of vacant sites are 

derived similarly, and as In the case of the noncooperatlve 

models previously developed, the equation for consecutive 

vacancies form a closed hierarchy. Specifically, 

dPfol (2) (3) 
^ = - 2ToiP(0) - 2(Too-Toi)P(0). (3.8) 

and dP(0) (n) (n) 
= - (n-2)T„gP(0) - 2T(,^P(0.) 

(n+1) 
- 2(tqq-Tq^)P(0) , n>2. (3.9) 
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The kinetic equations for event distributions not decom­

posable Into distributions of consecutive sites are derived 

In an analogous fashion. These equations, of course, form a 

larger hierarchy; they are discussed later in this Chapter. 

As in Chapter 2, conditional probabilities can now be 

introduced through the defining equation 

(n+1) (n) 
P(0) = P(0) q^, (3.10) 

where the subscript, n, on q^ refers to the number of 

conditioning sites. On differentiating this expression with 

respect to time, substituting Eqns. 3.7 and 3.8 into this 

result, and rearranging, we obtain the alternate, equivalent 

hierarchy 

dq 

dt~ ^ " (ZToi'Tll^Ql " 2(Too"Toi)gi92 

+  2 ( T Q ^ - T ^ ^ ) q ^  + (Too'^^oi^^ll^^l ^ 2 '  

and 

p 
dt- = - ̂ 00 Sn - 2(-'00-'°l'<Vn+l-'n >> ^ > 2 . ( 3 . 1 2 )  

The solution to equation 3.12, which satisfies the boundary 

conditions Qj-l at t=0, is clearly 

= Qg, (3.13) 

for all n>2. Equation 3.12 then becomes 

dqg 

dt 00 *^2 ' ( 3. l4 ) 
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which has the solution 

^2 
= eT^OOt, (3.15) 

With this result we have exactly solved the alternate 

hierarchy for all cases where n^2. 

The remaining kinetic equations in the hierarchy (Eqns. 

3.7 and 2.11) form an autonomous system of equations in the 

cyclic variable t. As in Chapter 2, the explicit time 

dependence of these equations can be eliminated by dividing 

each equation by the truncation equation, in this case, 

Eqn. 2.14. We can then solve Eqn. 3»8 as a function of qg 

to obtain the result 

(2) 
P(0) = qg ^01 exp{2(l-pQ^)(qg-l)}, (3.16) 

where Pq^ is the reduced rate constant '•^o^/Tqq* Equation 

3.11 is solved in a similar manner. After dividing through 

Eqn. 3.11 by Eqn. 3.14, we obtain 

dqn 
= (2pQ^-p^^)q^/q2 - 2(l-pQ^)q^ 

(3.17) 

+ 2(Poi-Pii)Qi ' 

where p^^ is the reduced rate constant This 

equation has the general form 

dq^ ? 
^ = q^ fCqg) + q^ qfqg), (3.18) 
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which Is one form of the Rlcattl equation (42). Introducing 

the new variable r = q^"^, rearranging and solving the 

resulting equation, we have that 

q^ = q(2Poi-Pll)exp{2(i_pQ^)(q2-l)} 

dq' exp{2(l-pQ^) (q '-1) }{2(pQ^-p^^)q' (SpQi-Pn-l) 

+ (l-2pQl+pll)q'(2P01-Pll)} + 1 (3.19) 

Finally, Eqn. 3.7 can also be put Into the form of the 
( 1 )  

Rlcattl equation and solved for P(0) as a function of qg. 

However, Instead of directly solving this equation, we can 

utilize previously derived results to obtain an expression 
(1) (2) (1) 

for P(0). We know by Eqn. 3.10 that P(0) = P(0)qi, and 
(1) (2) .1 - ^ 

hence, P(0) = P(0)q_ . Equations 3.8 and 3.9 are now 
( 1 )  

substituted Into this result yielding P(o) as a function of 

qg; namely 

(1) 
,-l 2 p  01 

P(0) = [q^] qg exp{2(l-pQ^)(qg-l)}. (3.20) 

Equations 3.15, 3.19 and 3.20 (or equlvalently, Eqns. 3.15, 

3.16 and 3.20) completely solve this kinetic model for an 

event with a 1st n.n. cooperative Interaction. The time 

dependence of these equations Is established by eliminating 

qg using Eqn. 3.15. 
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The Integral In Eqn. 3.19 can be numerically Integrated 

to satisfactory accuracy using a twenty point Gauss-Legendre 

Integration scheme. The resulting expressions for can 
( 1 )  1  

then be used to evaluate P(0) by means of Eqn. 3*20. The 

results of these calculations are shown in Pigs. 3.1 and 3.2. 

The particular values of a used in these calculations have 

been chosen to represent moderate changes in the activation 

energy of approximately equal magnitude, but opposite sign. 

Hence, as noted in Table 3.1, a = 1.0 is equivalent to 

~ -0.413 kcal/mole, and a = -0.5 is equivalent to 

% 0.413 kcal/mole, for T=300°K. 

The use of the quantity q^ as an independent variable 

in this discussion is mathematically convenient because it 

allows us to easily solve the kinetic equations; however. 

It is often desirable to express these results in terms of 
( 1 )  

the physically more intuitive variable P(0) as shown in 

Pigs. 3.3 and 3.4. It is seen that the probability of a 

distribution of vacancies at a given covering fraction 
( 1 )  

(recall that 0 = l-P(O)) is increased or decreased relative 

to the corresponding result for the noncooperative case 

according to the value of a. Por a>0, an occupied site 

favors the transition of the neighboring sites, and events 

tend to occur in clusters, thereby increasing the probability 

that a site is vacant given that one or two conditioning 

sites are vacant. Por a<0, the occupation of a site 
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a = 0.0 

(% -1.0 
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0 .5 1.0 

Figure 3.1. The conditional probability as a function 

of Qg for the case where r=0 
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Figure 3.2. The density of vacant space-filling sites as a 
function of where r=0 
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a = 1.0 
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( I )  
P(0) 

Figure 3.3. The conditional probability as a function of 
( 1 )  

P(0), where r=0 
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( I )  

P(0) 
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Figure 3.4. The conditional probability as a function of 
(1) 
P(0), where r=0 
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disfavors the transition of the neighboring sites, which 

results In a dispersal of the distribution of events as 

compared with the noncooperatlve case, and leads to smaller 

values of and q^ at the same density of events. It is 

evident from these figures that all distributions of 
(1) 

vacancies go to zero at lattice saturation, i^.e. , P(0) = 0. 

This is to be expected since the r=0 blocking potential does 

not exclude neighboring sites from transition. This is true 

for all finite interactions; however, in the limit as a->—1 

(i.e., ̂ i~^Q - °°) f this model reduces to the noncooperatlve 

model with 1st n.n. blocking potentials as discussed in 

Chapter 2. 

Instead of numerically integrating the quadrature in 

Eqn. 3.19J we can directly solve the truncated hierarchy of 

coupled equations using other numerical techniques. We note 

in comparing Eqns. 3*7, 3.11 and 3.14 with Eqn. 3.3 that the 

rate constants Tqq, and which govern the time 

evolution of the distributions, differ from one another by 

powers of (1+a), and in many physically interesting problems 

this quantity can be large. Differential equations are said 

to be stiff if they contain two or more rate constants that 

vary widely in magnitude. The solution to such equations 

contain terms that change rapidly, with a small change in 

the Independent variable, and others that change much more 

slowly. The solution is then typically a function which 
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changes rapidly In a small portion of the domain of the 

Independent variable and much more slowly elsewhere. (For 

example; the equation dy/dx = -{100 + 0.,05 e"^"^^^}, 

which has the general solution of y = e Is 

stiff.) Stiff differential equations are not efficiently 

solved by standard fixed step size methods because of the 

strong variations in the behavior of the function and 

therefore require special techniques. The method we utilize 

to solve the kinetic equations is based on a predictor-

corrector method with automatically determined step size 

developed by C. W. Gear (43) to solve systems of stiff, 

coupled, first order differential equations. In comparing 

the Gear method with the Gauss-Legendre numerical integration 

of the quadratures, we find that large values of a require an 

inordinately large number of integration points (and hence, 

the amount of computer time) to adequately sample the 

rapidly changing integrand. Numerical solution of the 

equations by the Gear method in this range of a is much more 

efficient. The subprogram we use to solve the system of 

stiff differential equations in this thesis is a version of 

the Gear procedure due to A. C. Hindmarsh (44), which will 

be referred to as GEAR. This program can be directly applied 

to Eqns. 3.7, 3.11 and 3.14 to obtain the distributions 

directly as a function of the reduced time Tggt. 
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All distributions of Interest are, of course, not 

decomposable Into distributions of consecutive vacancies and 

are therefore not determined by Eqns. 3.7, 3.11 and 3.14. 

The distribution 

is an important example which arises in Chapter 6. Here, 

the symbol (0_0) denotes the configuration where two 

vacancies are separated by a site of unspecified condition. 

Such distributions are governed by a set of kinetic equations 

which Is larger than the previously derived hierarchy of 

equations for consecutive vacancies, and in fact, include 

this hierarchy as a subset. The truncation condition, 

Eqn. 2.13, is applicable to this larger hierarchy since qg 

does not depend on the configuration of lattice sites beyond 

the two conditioning sites. The additional kinetic equations 

contained in this second hierarchy (after truncation) are 

given below. 

(3) (2) (3) 
P(OlO) = P(0 0) - P(OOO) (3.21) 

( 2 )  
dP(0. .0) 

dt 

(3) 
- (Tq^-T^^)P(00_0 ) 

( .2)  
- T^^PCOJO)}, ( 3 . 2 2 )  
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dP(00 0) (2) 3 (4) 
dt - (Too-2Toi+Tii)P(0)q2 - (T01-Tll)P(4) 

(3) (3) 

~ (^00"^0l)^(^^—~  ̂ ^ 01~ 22)P(00_0 

(3) 
- (2Tq^-T3_^)P(00_0) 

(4) 
- (Tq^-T^^)P(00_00), (3.23) 

(4) 
and dP(00 00) _ ^ (2) ^ (4) 

^ = -2{(TQQ"TQ^)P(0)q2 - 2Tq^P(00_00) 

(4) 
- (TQQ-TQ^)P(00_00)q2>• (3.24) 

We now define the following conditional probabilities: 

(2) (1) 
P(0_0) 5 P(o)v^, (3.25) 

( 3 )  ( 2 )  
P(00_0) = P(0)V2, (3.26) 

(4) (2) 
and P(00_00) = F^OjVgV^. (3.27) 

When these relations are differentiated with respect to time, 

substituted Into Eqns. 3.22, 3.23 and 3.24 and the result 

rearranged, we obtain the alternate, equivalent set of 

differential equations 

dVi 2 
dt~ -2(TQQ-2TQ^+T^^)q^q2 - 2(TQ^-T^^)q^q2 

- 2(T01-Tll)4lV2 - "11^1 + 2(Toi-Tii)qiVi 

(^00^^^01^^1l)9l^2^1: (3.28) 
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dv 
2 _ 

dt ~ "*" ^'^00~'^01^^2^2 

~ (^Ol"^ll)^2^3' (3.29) 

dv„ o 
dûr= -2(T00-T0l)42 /V2 - (2T01-Tll)V3 - (ToO-TooiVgSg 

+ (Toi"^ll)^3^' (3.30) 

These equations, along with Eqn. 3.14, form a closed, 

coupled set of differential equations that can be solved 

analytically with the solutions expressed as quadratures. 

They can also be solved numerically via the GEAR program. 
( 1 )  

These functions are plotted as a function of P(0) in 

Pig. 3.5. The solutions to Eqns. 3.28, 3-29 and 3.30, and 

the solutions to the initial hierarchy of equations (Eqns. 

3.7, 3.11 and 3.14) completely describe the kinetics of 

distributions of configurations of sites containing a 

single, enclosed, unspecified site (as well as the distri­

butions of consecutive vacancies). The configurations of 

vacant and unspecified sites of Eqns. 3.28, 3.29 and 3.30 

do not exhaust the possibilities of physical Interest which 

give rise to fundamentally different kinetic equations 

(I.e., require the definition of new conditional 

probabilities). Every configuration that begins (at both 
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Figure 3.5. The v. (1=1,2,3) conditional probabilities as a 
^ (1) 

function of P(0), where r=0 
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ends) with two vacant sites followed by an unspecified site 

gives rise to a hierarchy of equations which couple all 

configurations which can be obtained from the initial 

configurations by: 

1) replacing any internal unspecified site by a 

vacancy, or 

2) replacing an end vacancy at either end by an 

unspecified site. 

The truncation condition of Eqn. 3.13 can be applied in 

any situation where three or more consecutive vacancies 

occur. Thus, as we have seen, the configuration (OOJDO) of 

Eqn. 3.24 gives rise to the hierarchy which couples the 

configurations (00_00), (OjDO), (0_0), (00), and (o). As 

another example, we can consider the coupling scheme for the 

configuration (00_0_00). On application of the above rules, 

we find that this configuration is coupled to the 

configurations (0_0_00), (0_0_0), (00_00), and all 

configurations from the first example. There is no largest 

hierarchy, but each hierarchy contains a finite number of 

configurations (after truncation) and larger hierarchies 

contain totally imbedded smaller hierarchies. It is 

important to realize, however, that the same truncation 

condition (^.£. » Eqn. 3.13) is used to exactly truncate all 

of the hierarchies. 
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Cooperative Events with a 1st n.n. 

Blocking Potential 

Another cooperative model of specific interest Is the 

model describing the kinetics of events exhibiting a 1st 

n.n. blocking potential and 2nd n.n. cooperative interaction. 

Physically, this model is of interest because it is applic­

able to the description of such problems as the cooperative 

adsorption of homonuclear diatoms or the cooperative 

reaction of pendant groups on a substrate. Theoretically, 

this is the simplest cooperative model which saturates at an 

event density of n<l (i.e., Isolated vacancies can remain at 

lattice saturation). 

The kinetic equations for the distribution of events in 

this model are derived using considerations similar to those 

employed for the previous model, and we therefore present 

the kinetic equations for the distributions of vacancies on 

the space-filling lattice below, without derivation. 

dPfoî -d0 (2) (3) 
~dt " dt ~ -2{t^^P(0) + 2(TQ^-T^^)P(a) 

(4) 

+ (Too-2Toi+Tii)P(0)}, (3.31) 

( 2 )  
dP(0) (2) (3) 
-3t=- = 

(1) 
+ (3.32) 
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. dP(0) (n) (n) (n+1) 
-dt= (n-3)tooP(0) - 2TgiP(0) - 2T(,„P(0) 

(n+2) 
-2(Too-Toi)P(0) , n>3 (3.33) 

(n+1) (n) 
With the substitution P(0) = P(0)q we can derive equations 

(1) - - n 
for P(0) and the conditional probabilities, q^. We find that 

the equations for q^, where n>3; are all satisfied by the 

same function when the boundary condition q^=l at t=0 is 

applied. As in the previous section, this allows us to 

truncate the hierarchy exactly to obtain the set of four 

equations ; 

(1) (1) 

^dt°^ = -2P(0){T^^q^ + 2(TQ^-T^^)q^q2 

^^00"^^01*^ll)^1^2^3^' (3.3^) 

dq, 
dF~ "°l(^ll*2(2To^-T^^)q2 + (BToQ-^To^+T^^jqgqg 

- ̂ ^^Ol'^ll) 

^^^00"^^01*^ll)9l^243^' (3.35) 

dQp 2 
dt" "92^^^01*2^0093 ^(^OO'^Ol)^] "?ll 

- 2(2Toi-Tii)q2 - (3Too-4Toi 

"*"^11^92^3^» (3.36) 
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and 
dq 

dt 
-3 "^00^ 
- = -Tools' ' nl3' (3.37) 

where. In the latter equation we have also included the 

truncation condition. 

The closed form solutions to this kinetic hierarchy are 

obtained by dividing Eqn. 3.37 into Eqns. 3.34, 3.35 and 

3.36 and solving the resulting equations as a function of 

q^. As in the previous section, these equations can be put 

into the general form of the Ricatti equation and solved 

directly using standard techniques. The solutions in terms 

of quadratures are presented below; 

Qg = expfZfq^-l) + (l-pQi)(qg -1)} 

dq ' + (3-4Poi-p^) 
^2Poi~^ll^ 

q' exp{2(q'-l) 

+ (l-Po^)(q'2_l)} + 1 (3.38) 

and '11 q^ = q^ exp{2(2pQ^-p^^)II(qg,2pQ^-p^^-l) 

+ (3-4pQ^+p^^)II(q2,2pQ^-p^^)} 

dq ' ' 
11 ^ q' exp{2(q'-l) + ( l-p^^) (q ' ̂-1) } 

_ + I(q') + 1 

2p 

^^PQI ^lll]+ 2(l-2p^,-p,J 
q' 01 ^11' 

,Pll 

^ exp^2(2pgp21)11(q',2pgJ—p^2—1) 

+ (3-4pQi-Pii)II(q ,2pQi_Pii)} + 1 

-1 

, (3.39) 
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X 

where I(x) = dq 
f 2 (2pp,T -PT T ) (2P n T ~P T n ) 

X exp{2(q'-l) + (l-Poi)(q'2_l)}, (3.40) 

and II(x,a) = dq 
q'®" exp{2(q'-l) + (l-pQ^) (q'^-1) } 

I(q') + 1 
(3.41) 

( 1 )  
The singlet vacancy distribution, P(0), can be obtained 

by directly Integrating Eqn. 3.34, but a simpler procedure Is 

to solve Eqn. 3.33 for n=3, as a function of q^, with the 

result 

(3) 2p«^ P 
P(0) = q^ exp{2(q2-l) + (l-p^^) (q^^-D} . (3.42) 

(3) (1) 
Then, using the definition P(0_) = P(0)q^q2 and the expression 

for q. and q„ of Eqns. 3.38 and 3.39, we obtain the result 

( 1 )  
-1_ 2Poi 

P(0) = (q^qg)" exp{2(q2-l) 

+ (l-pQi)(q2^_l)}. (3.43) 

The quadratures of Eqns. 3.35 and 3.36 can be evaluated to 

satisfactory accuracy using a twenty point Gauss-Legendre 

Integration scheme, or the hierarchy of Eqns. 3.34 through 

3.37 can be solved numerically using the GEAR program. 

Representative results for q„, and q, as a function 
(1) ^ ^ ^ 

of P(0) are given in Figs. 3.6 and 3.7. The feature of note 
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1.0 

a = -0.5 

.5 

0 
0 

( I )  
P(0) 

Figure 3.6. The (1=1,2,3) conditional probabilities for a 

dimer event (r=l) as a function of the density 
of space-filling vacancies. In this plot 
a=-0.5 
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1.0 

a =1.0 

.5 

0 
0 5 1.0 

(I) 
P(0) 

Figure 3.7. The conditional probabilities q. (1=1,2,3) as a 
C D  1  

function of P(0), where r=l and a=1.0 
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in these plots is the variation In the (nonzero) saturation 

limit with variations in a. For the special case of a = 0.0, 

the three conditional probabilities are equal and lattice 

saturation is attained at the expected value of 
(1) _2 
P(0) = e ~ 0.135. As a becomes positive, the saturation 

(1 )  
value of P(0) decreases due to the increasing tendency of 

transitions to occur adjacent to an existing event. This 

leads to the clustering of events on the lattice. Indeed, 

in the limit as a^, we see that the rate constants 

pQi = T^i/^OO Pii ~ ^11^^00 become infinitely large, 

and hence transitions effectively only occur on sites 

adjacent to events on the lattice. In this case, the rate 

determining step Is the nucleation caused by the first 

event. After this event, the lattice immediately fills. 

Also in this limit, the Infinitely large rate constants 

lead to perfect sequential transition of the lattice sites 

beginning at the nucleated site, and result In a perfectly 

packed lattice at saturation. I.e., there are no vacant 

space-filling sites at saturation. On the other hand, 

negative values of a favor the dispersal of events due to 

the repulsive interactions. This tends to increase the 
(1) 

saturation limit of P(0). It can easily be shown that in 

the limit as a+-l, the kinetic model for this event directly 

reduces to the model for an event with a simple 2nd n.n. 

blocking interaction. The extension of this model to 
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configurations of vacancies and unspecified sites is 

straightforward. 

The kinetic equations of events with longer range 

cooperative interactions can also be derived and, under 

certain conditions which we will later discuss, solved in 

the manner Just described. As is to be expected, the 

equations become more complicated as the interaction range 

Increases. As an example of such equations, we write the 

first few equations from the hierarchy describing the i 

kinetics of distribution of events with a 1st n.n. blocking 

potential and 2nd and 3rd n.n. cooperative interactions. 

In these equations a slightly different notation is 

used for the transition probabilities for notatlonal 

convenience. Here we let T(i,J) represent the transition 

probability for an event with 1 2nd n.n. events and j 3rd 

n.n. events, where 1 and j can take on the values 0, 1 or 2. 

(Note that this notation is unambiguous since it is 

impossible to have both 2nd and 3rd n.n. sites occupied on 

the same side of the site of Interest.) The first few 

kinetic equations are as follows: 

= -(T(0,0)-2T(1,0)+2T(1,1)+T(2,0)+T(0,2))P(0) 

(6) (5) 
+ 2(T(0,1)+T(1,1)+T(0,2))P(0) - (2T(0,1)-T(0,2))P(Q,) 

(6) (5) 
- 2(T(1,0)-T(1,1)-T(2,0))P(0_00000) - 2T(1,l)P(0_0000) 

(1 )  
dP(0) 

(7) 

(5) 
- T(2,0)P(0_000_0) (3.44) 
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(2) (1) 
dP(0) 2 dP(o) 

~dt ~dt ' ( 3 . 4 5 )  

(3) (y) 
and dP^ = -(3T(0,0) -4T(1,0)+4T(1,1)+T(2,0)+3T(0,2))P(0) 

(6) (5) 
+  ( 6 T(0, l ) + i l T ( l , l ) + 6 T(G,2))P(0) -  ( 6T(0, 1 ) - 3T(0,2))P(0) 

(6) (5) 
-  ( 4 T ( l , 0 ) - i | T ( l , l ) - 2 T ( 2 , 0))P( 0 _ 0 0 0 0 0 )  -  i l T ( l , l)P( 0 _ 0 0 0 0 )  

( 5 )  
-  T(2,0)P(Q_000_0). (3.46) 

We defer comment on the solution of these equations until 

the next section. 

Cooperative Events with an rth n.n. 

Blocking Potential 

The kinetic equations of the previous section are 

easily generalized to describe events with an rth n.n. 

blocking potential and r+lst n.n. cooperative Interactions. 

The kinetic equations governing the time evolution of 

distributions of atomic vacancies are listed below. 

dPfo! (r+l) (r+2) 
_i_l = -(r+l)T^^P(0) - 2(r+l)TQ^P(0) 

(r+3) 
-  ( r + l ) ( T o Q - 2 T Q i + T i i ) P ( 0 )  ,  ( 3 . 4 7 )  
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prQ \ n—3 (r+n—£+1) n—3 (r+n-Jl) 
-dt 2(Tqq-To3_)P(0) -2^0lJo 

(n+1) (r+2) 
-(r+2-n)T^^P(0) -2{(r+3-n)TQ^-(r+2-n)T^^}P(0) 

(r+3) 
-{(r+4-n)TQQ-2(r+3-n)TQ^+(r+2-n)T^^}P(&) , 

2<n<r+2, (3.48) 

(n) 
dP(0) 

and = -(n-r+2)TQQP(0)-2(TQQ-TQ^) I P(0) 

r (n+A) A=0 
-2Tq^ I P(0) , n>r+2. (3.49) 

Z=Q 

The truncation equation for the exact solution of this 

hierarchy, for general r, is given by 

-ar^ = -af^ = -•^oo^r+a- (3.50) 

which has the solution 

-Tnnt 
"r+n = Sr+2 = ® ' '3-51) 

for all cases where n^2. 

We now consider the problem of whether any hierarchy 

describing the kinetics of events with an arbitrary 

cooperative Interaction range can be exactly truncated. 

Within the mathematical formalism adopted in this thesis, 

the answer is unfortunately no, as we will now show. Let 
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us consider an n site configuration of consecutive vacant 

sites denoted by 

( 0 0 0 0 .  .  .  0 0 ) ,  
X 

n 

where n Is large, but finite, and x marks the site of 

Interest. We will specifically examine the lattice con-
(n) 

figurations In the case where the loss of P(0) Is due to an 

event overlapping only the end site, because this event 

requires the specification of the largest configuration of 

sites, and if this event causes no truncation problems, then 

events that overlap more of the n sites won't either. For 

an event of length r+1 (which is the length of an rth n.n. 

blocking potential) to occur as described above requires 

that r sites beyond the end site of interest are necessarily 

vacant, as shown below: 

r+1 
s, 

(1 1 . . . . l) 

(0 0 ... 000 ) (000 . .  .  0 0  ) .  

^ n 

However, because of the cooperative interactions we must 

specify the condition of c+r sites beyond the site of 

interest, where c is the range of the cooperative inter­

actions. This is Illustrated below: 

(aaa...a)(00...000)(000...00). 
X 

c r n 
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Here, a denotes an arbitrary site condition. If c Is larger 

than a complete event (I.e., r+1 sites) then the configura­

tion cannot be written In terms of consecutive, vacant site 

configurations. Hence, the maximum range of the cooperative 

Interaction for which our exact truncation procedure Is 

applicable Is 

Thus, for the 0th n.n. blocking potential, we can have only 

1st n.n. cooperative Interactions, which Is the case we have 

discussed. For the "dlmer" problem (l^e., r=l), the 

cooperative Interactions can at most Include the 2nd and 

3rd n.n. sites, etc. 

The truncation of hierarchies of kinetic equations for 

an Irreversible event with 1st n.n. cooperative Interactions 

Is also addressed In an article by Schwarz (21) In which he 

presents a relation, which he refers to as the triplet 

closure rule. This relation supposedly allows an arbitrary 

distribution of events and vacancies on the space-filling 

lattice to be expressed as a quotient of distributions of 

sets of two and three adjacent lattice sites. If we define 

the conditional probabilities Q(x^|x^,x2,...,x^_^) such that 

they satisfy the relation 

(1) (1—1) 
P(x2^,x2,...,x^) — P(xQ^ , X 2 , . . . , X j ^ ^ 2 ^ )  

X Q(x^|x^,x2,...,x^_^), (3.52) 
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then the triplet closure rule can be written as 

(n) (3) 
P(x) = . (3.53) 

In other words, the triplet closure rule states that any 

kinetic hierarchy can be exactly truncated through 

probabilities that are conditioned on only two adjacent, 

consecutive sites of arbitrary condition. This rule Is, 

however, not exact except In those Instances where It Is 

equivalent to the truncation rules we have already given. 

We will now prove this result. 

The kinetic equation governing the distribution of a 

general configuration of vacancies and events with 1st n.n. 

cooperative interactions on a set of n adjacent sites (n>2) 

is given by 

dpfx) (n+1) n-1 (n) (n+1) 
-dt^ = I a^P(x^) + Ï o^F(x^) + I a^P(x^) 

X 1=2 Xn+1 

, (n+1) n-1 (n) (n+1) 
- Ï cJ.P(x) - I cr P(x) - I a P(x) , (3.54) 

1=2 Xn+1 

where Xj is the occupation vector that differs from x by 

the condition of site J, and are the transition 

probabilities for an event on site 1 (these are a function 

of the condition of sites 1+1 and 1-1 because of the 
(n) 

1st n.n. interactions), P(x) is the distribution of the 

configuration x (as before), and the sums over x^ and x^^^ 

denote a sum over the possible configurations of the sites 
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o and n+1. The first three terms of this expression are 

gain terms that describe the increase in P(x) due to the 

transition of previously vacant sites to form the 

configuration x» while the remaining loss terms describe the 
(n) 

decrease in the distribution P(x) due to the transition of 

vacancies in the configuration x. Note that this equation 

on the space-filling lattice is analogous to Eqn. 1.8 for 

the event lattice. Equation 3.54 can be used to describe 

reversible processes with minor changes in the definitions 
(n) 

of the transition probabilities and P(x ^). As in previous 

cases, we now note that 

Substituting Eqn. 3.54 into this result and assuming for the 

moment that the triplet closure rule is valid, we obtain 

(n) 

(n) (n-1) 
d &n Q(x^|x ) d &n P(x) d &n P(x) 

dt dt dt 

d An Q(x I X •nl^n-2'^n-l 
dt 

n+llXn-l'^n' 

Xn-4'*n-3)Q(Xn-ll*n-3'Xn_2) 
Q(x„ «rx„ i,,x„ o)Q(x„ Jx„ _,x_ „) 
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+ a 
n-1 

Q(Xn_ll *n-3'*n-2)Q(X„| 

Xn-3'*n_ 2)Q(x„| Xn-2'%n-l' 
- a 

n-1 

- 1 
X n+1 

"n Q(Xn+llXn-l'Xn) " "n-l «<''n+ll ='n-2'''n-l> (3.56) 

where x^ specifically denotes a vacancy on site i. It is 

now clear that with the use of the triplet closure rule 

we have reached a contradiction. The rule would have that 

the conditional probability on the left-hand side depends 

only on conditioning sites x^_^ and ^^_2> however, the 

right-hand side also depends explicitly on conditioning sites 

^n-3 ^ n-4* Hence, the triplet closure rule is 

inconsistent and cannot be valid as an exact truncation 

relation for a general hierarchy. In the special case when 

only the loss terms contribute to the kinetic equation, 

that is for totally vacant configurations of sites, 

Eqn. 3.56 reduces to 

d Zn Q(0|00) _ 
dt ^n (3.57) 

and we see that the triplet closure rule is an exact 

truncation relation. This special case is, of course, just 

the case we considered in an earlier section of this Chapter. 

Attempts to extend the triplet closure rule (Eqn. 3.53) to 

include probabilities conditioned on larger configurations 
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of sites will suffer the same problems encountered in the 

above analyses. 

In spite of the fact that the triplet closure rule is 

exact in only one case, it is a useful approximation, 

particularly in those cases where the distributions Involve 

complicated configurations of events and vacancies. The use 

of the rules in such cases can circumvent the necessity of 

deriving and solving very complicated sets of kinetic 

equations. We would expect the triplet closure rule to be 

a good approximation for noncooperative events and low 

event density, while In cases where a is large and the event 

density high, we would expect a poorer approximation. 

Figure 3.8 shows the fractional deviation, D = PjExact'^TCR* 
_ 

Exact 

of the triplet closure rule from the exact solution for the 
(4) 

distribution P(OIOO), as a function of the covering fraction. 

Cooperative Models - Expansion Solutions 

It is the purpose of this section to solve the kinetic 

equations for the 0th n.n. blocking potential and 1st n.n. 

cooperative Interaction in expansion form so that the 

solutions can be directly compared to the virlal expansions 

obtained by Hoffman, which are discussed in the first 

Chapter. In addition to this comparison, the convergence 

properties of the expansion solutions are investigated and 
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Figure 3.8. 
(4) 

The fractional error, D, in the P(OIOO) distribution arising from 
the use of the triplet closure rule to approximately truncate the 
kinetic hierarchy (see text for definition of D) 
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a method for Improving the convergence properties of such 

solutions Is discussed. 

To obtain exact expansion solutions to the kinetic 

model, the kinetic equations must first be written as 

infinite expansions. To this end, we can Introduce the new 
( 1 )  

variables = 1-q^, 1=1,2, and 0 = l-P(O) into Eqns. 3.7, 

3.11 and 3.14 with the following result: 

dZ^ (1-Z^) 

d7^ = (l-Zg) ' 1 + bZg - cz^ - oz^zg (3.58) 

and d0 (1-9) 
d Z g  ( l - Z g )  '  1 + bZ^ - cZg + cZ^Zg 

(3.59) 

where b = -l+P^i c = 1 - The term 

can now be expanded in powers of Z^ and substituted into 

Eqns. 3.58 and 3.59. To terms of third degree in Z, these 

expansions are 

dZj 

3^ 1 + (l+bïZg _ (l+b)Z^ - (2b+c+l)Z^Z2 + (l+b)Z2' 

+ bZ^^ - (2b+c+l)Z^Zg^ + (l+c)Z^^Z2 

+ (1+b)Zg + . . ., (3.60) 

and ^ = 1 + bZ^ + (l-cjZg _ 0 + (b+c)Z^Z2 + (l-c)Z2^ 

bZ^e - (l-c)Z20 + (b+c)Z^Z2 - (b+c)Z^Z20 

— (1—0)0^2 (l—c)Z2^ + ... . (3.61) 
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The solution to Eqn. 3.60 can be obtained by first 

writing as a Taylor series In Zg * differentiating the 

expansion with respect to Zg, and equating the coefficients 

of the powers of Zg of the result with coefficients of like 

powers of Zg on the right hand side of Eqn. 3.60. This 

procedure gives explicit expressions for the coefficients of 

Zg In the original Taylor series expansion of Z^. Equation 

3.61 can be solved In a similar manner to give 0 as a 

function of Zg, The solutions of these equations, to fourth 

degree in Zg, are presented below: 

Z^ = Zg - i cZg3 + ̂ (l+b)cZ2^, + ..., (3.62) 

and 0 = Zg + |(b-c)Zg^ - |(b-3c)Zg^ 

+ ̂ (|bc-^-|b^-ic3)Zg^ + ••• . (3.63) 

The variables Z^ and Zg can now be expressed as a function 

of 0 by the reversion of the expansion for Zg(8), and by the 

substitution of this result into Z2(Zg). After evaluating 

the coefficients of these equations in terms of the inter­

action parameter a, we finally obtain the expansion 

(explicitly written to fourth order) 

qi - (1-Z^) - l-0+a0^ - ~(a+4a^)03 

- ̂ (a-6a^-12a^+a^)0^ + (3.64) 
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and Qg = (l-Zg) = l-0+a0^ - •^(a+5a^)0^ 

- ̂ (2A-13OI^-38A^+A^) 0^ + ... . (3.65) 

The labor Involved In this process Increases rapidly with 

the number of terms retained in the power series. The 

expansions themselves, however, provide easily evaluated 

alternatives to the exact solutions. Figures 3.9 and 3.10 

compare the four term density expansions of and to the 

exact solutions for representative values of a. It is seen 

that the expansions give good approximations in the regions 

of low density, and the approximation is best for small 

values of a. However, as might be expected, the approxi­

mations deviate from the exact results quite markedly near 

0=1. A method for improving the convergence properties of 

these expansions, known as the Fade approximant, is 

discussed later in this section. 

These results can now be compared to the virial 

expansions obtained by Hoffman. Specifically, we examine the 

qg function as an example. Since the space-filling and event 

lattices for the case of a 0th n.n. blocking potential and 

1st n.n. cooperative interactions are the same, the virial 

expansions, which are expansions on the event lattice, can 

be applied directly. To obtain the virial expansion of q^ 

we write the conditional probability in the following 

form: 
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Figure 3.10. The exact solution and the fourth degree 
density expansion for qg 
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(3) 

Og = £{1} (3.56) 

P(0) 

We now substitute for the distributions of vacant sites with 

the results of Eqn. 2.5 for n=3 and n=2 to obtain an 

expression for in terms of distributions of configurations 

of occupied sites; namely 

(1) (2) (2) (3) 
_ _ 1 - 3f(l) + 2f(ll) + f(l-l) - f(lll) .rj. 
Qg (Ï) (2l • 

1 - 2f(l) + f(ll) 

Substituting for the f-functions in terms of the virial 

expansions for a 0th n.n. blocking potential and 1st n.n. 

interactions, we again obtain the result given in Eqn. 5.8. 

We recall from Chapter 1 that the virial formalism is not 

restricted to one-dimensional applications, but can be used 

to obtain density expansions of the distribution functions 

for lattices of arbitrary dimensionality. We will use this 

fact in our discussion of sticking coefficients in Chapter 5-

The convergence properties of these and other truncated 

expansions can be improved through the use of Fade approxi-

mants (45). The Fade method seeks to approximate an exact 

function, f(x), by a quotient of polynomials whose 

coefficients are directly related to the coefficients of the 

Taylor series expansion of the function. We now apply the 

Padê approximant technique, making use of the coefficients 
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of the expansion of Eqn. 3.65, to obtain better approxi­

mations for Qg. 

The basic Padé relation is expressed in the following 

form: 

f(x) = I a,x = R (x)/T^(x) + I b.xJ, (3-68) 
k=0 " ^ j=L+M+l J 

where R^(x) is a polynomial of degree L, T^(x) is a poly­

nomial of degree M, and the final sum can be considered an 

error term. The quotient of the two polynomials, 

R^(x)/T^(x), is the Fade approxlmant. A thorough discussion 

of Padë approxlmants and their applications is presented in 

a monograph by Baker (46), to which the reader is directed 

for more information on this topic. We now multiply through 

Eqn. 3.68 by T^(x), and, keeping terms of order <_ L+M, we 

have that 

M , L+M , L , 
(l + I t^x )( % a^x ) - I r^x =0, (3.69) 

k=l ^ k=0 k=0 

where tj^ and r^ are the kth order coefficients of T^(x) and 

R^(x), respectively. For a given Taylor series, the Fade 

approxlmant is calculated simply by choosing integer L and 

M, multiplying out the polynomials, and equating like powers 

of X, to obtain the coefficients of R and T in terms of the 

Taylor series coefficients, a^, of f(x) where 0<k<L+M. It 

is seen that to carry out this procedure, the coefficients 
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of the Taylor series of f(x) must be known to order L+M. 

Several different approxlmants are now possible by making 

various choices for L and M. As an empirical rule, It Is 

generally found that the best approximations are obtained 

when L=M or L=M+1 (46). Since the expansion of Eqn. 3.65 

is a fourth degree polynomial in 9, we choose L=M=2 in 

Eqn. 3.69. This gives rise to the Padé approxlmant 

q _ {(l+2a)+|(-6+a+l8a^-a^)0 + ̂ (8-2i}a-94a^-72a^+2aS0^} 

{(l+2a)+^(-2+9a+l8a^-a^)0-Y|-(4-8a-127a^-l64a^-7a^)0^} 

(3.70) 

Figure 3.11 shows the approxlmant for q^ as compared to the 

exact function. Comparing these results with Pig. 3.10, we 

see that the Fade method gives a much better representation 

of the conditional probability in the large 0 region. 
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Figure 3.11. The exact solution and the Fade approximant 
for Qg 
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CHAPTER 4. A COOPERATIVE MODEL ON A SEMI-INFINITE LATTICE 

In Chapter 2 we saw that the end sites of the seml-

Inflnlte and finite lattices can have a marked effect on the 

distribution of events on the respective lattices. The 

objective of this chapter Is to consider cooperative events 

on a seml-lnflnlte lattice, where the transition probability 

of the end site can be Independently varied with respect to 

the transition probability of other lattice sites. The 

hierarchy of site dependent kinetic equations for a Oth n.n. 

blocking potential and 1st n.n. cooperative interactions are 

presented and solved from two different approaches. The 

solutions are used to examine the effects of the variable 

end site transition rate on the distribution of events on 

this lattice. 
(n) 

As in Chapter 2, we define P^ (0^) to be the probability 

of n adjacent vacancies with leftmost vacancy (I.e., the one 

nearest the terminal end) being at site 1. The transition 

probabilities, T , for all sites except site 1, are defined 
1J 

as in Chapter 3. Site 1, however, has only one neighboring 

site and is assumed to have different transition probabil­

ities, which we now define to be EQ and These are 

written in Arrhenlus form as 

-G*o' 
E g - A e  ,  ( 4 . 1 )  

and = Ae , (4.2) 
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where (|)q* and (J)^' are the activation energies for the 

transition of site 1 in the cases where site 2 Is in 

condition 0 and 1, respectively. The kinetic equations for 

site 1 are 

and 

( 1 )  
dP^fO) 

~dt 

( 2 )  
dP^fO) 

~dt 

( 2 )  ( 1 )  
" ~ (Eg-E^jP^fO) - e^P^(O), (4.3) 

where we have made use of the truncation condition of 

Eqn. 3.13. These two equations form a closed set which we 

can solve by dividing Eqns. 4.3 and 4.4 by Eqn. 3.14 and 

integrating to obtain 

(1) n 
P^CO) = qj 1 .  

(tlj-tli) ' An dq q 

and 

exp{(l-PQ^)(q-1)} + 1 

« 

(2) (Pm+^n) 
PjCO) = qg exp{(l-pQ^)(q2-l)}. 

(4.5) 

(4.6) 

Here, ~ the reduced transition 

probabilities for the end site. 

The kinetic equations for distributions beginning on 

site K are similar to those for the corresponding cooperative 

events on the infinite lattice (i.e., Eqns. 3-7 and 3.8), 

but now are parametrized on the lattice position. These 
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equations are as follows 

( 2 )  

(^Ol'^ll^^K-l 

( 2 )  
(4.7) 

and 

( 2 )  
dP^(O) ( 2 )  

= - 2T.,P„(0) - (T 
dt Ol'K'-

( 2 )  

^'"^00"'^01^^K^ -^^2* 00 '01/^K (4.8) 

We now solve these equations by two different techniques. 

A Seml-Inflnlte Lattice Model - Iterative Solutions 

We note that Eqns. 4.7 and 4.8 have the same general 

form as Eqn. 2.75, that is, the equations indexed on site K 

are coupled only to site K-1. We can therefore utilize the 

general Iterative procedure that was employed to solve 

Eqn. 2.75. 

We begin by rewriting Eqn. 4.8 in the following form: 

3.14 and Introducing the variable Zg = l-qg* we obtain 

(4.9) 

where = P%(0)e 
(2) 2TQ^t 

Now, dividing this result by Eqn. 
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dXv 
dZ^ = - Y(Xk_I 

where y = ^^"PqI^* This equation can then be rearranged 

to yield 

dKj^ 
dsg = - YKK_1' K>1' (4-1 

yZp 
Here, = X% e . We can solve this set of equations In 

r 
an Iterative manner by first substituting = (l-Zg) > 

where 6 = Hq-Pq^, Into Eqn. 4.11, and solving for Kg, the 

expression for being obtained from Eqn. 4.6. We can 

repeat the process for successive values of K. The first 

four solutions are given below: 

~ "^2 ~ 6^r - l} + 1, 

2 

*^3 " (6+1) (6+2) ^ " 6+r^^2 

3 3 

"^4 ^ (6+1) (6 + 2) (6 + 3) ̂ ^^"^2^ ^ - 1} + (5+1) (5+2) ̂ 2 

yZ Y V 2 
+ IT (1 - ̂ ^^2 " ̂ ^2 + 



www.manaraa.com

128 

Generalizing these results to arbitrary K, we obtain 

= y K-l 

K-l 
IT (6+j) 

J = 1 

6+K-l 
(l-Zg) - 1 

K-2 (YZp)"(-l)"+l 
+ I  2 

Y 
K-n-1 

K-n-1 
ÏÏ (6+j) 

j=l 

- 1 

n=l 

+ 1, K>1 

n ! 

(4.12) 

This result can be rearranged to give 

= e 
-Zg) 

n+K-1 
-Y%2 , K-l ~ ^ 

" nio THTKnTl 
r(a-m) n 

- Y (4.13) 

where r(a) is the gamma function. Equation 4.13 Is the 

general solution to Eqn. 4.11, expressed as an exponential 

in Zg with correction terms containing the site dependence 

of the distribution. We note from this discussion that the 

pair vacancy distribution is given by 

( 2 )  
PK(0) = (l-Zg) 

2poi ^ YZg 

•K-
(4.14) 

and hence, 

( 2 )  
Pk(0) (l-Zg)'""! + Y 

K-l " (-Z,) 
I ® 

n+K-1 

n=0 TH+mTT 

r(6-m) n 
r(6+2) " ^ (4.15) 

The time dependence of Eqn. 4.15 is established through 

the relation Z^ = l-q^ = 1-e 
-Toot 
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Sites far from the end of the lattice should be affected 

very little by the termination of the lattice. Therefore, In 

the limit as K+m, the distribution on the semi-Infinite 

lattice should go over to the corresponding distribution on 

the Infinite lattice. In this limit we obtain 

-2YZp 
K» = e , (4.16) 

or by Eqn. 4.l4, 

(2) 2p_. 
Pm(0) = (1 - Zg) e (4.17) 

which Is precisely the expression given In Eqn. 3«16 for the 

pair vacancy distribution on the infinite lattice. 

Equation 4.15 can now be substituted into Eqn. 4.7 to 
( 1 )  

obtain an expression for the time rate of change of P^(0) 

as a function of = l-qg. The resulting set of equations 

is, however, much more complicated than Eqn. 4.11 and it 

becomes advantageous to seek an alternate method of solution. 

A Semi-Infinite Lattice Model - Transform Solutions 

A second method for solving the kinetic equations, Eqns. 

4.7 and 4.8, is based on transforming the site dependence of 

the kinetic equations. This transform method reduces the 

infinite set of coupled, site-dependent equations to a single 

differential equation for a transform function. The specific 

distributions are then obtained as an Inverse transform. 
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Fourier transforms offer a familiar example of a similar 

transform technique. 

Once again, the equations for the pair vacancy distri­

butions are solved first since they form a closed set. 

Beginning with Eqn. 4.11, we define the following transforms: 

f(ç,Zp) = I (4.18) 
j=l 

i 
and g(ç,Zp) = I (4.19) 

^ j=l J 

where ç Is a general complex transform variable. From these 

relations we note that g(ç,Z2) = ^{ffsZg) + k^}. Trans­

forming Eqn. 4.11, we obtain 

df(ç,Zp) „ 
az = - YgfS.Zg) = + (l-Zg) },(4.20) 

which has the general solution 

-Y?Zp ^2 „ f 
f(ç,Z2) = e {-YÇ J dZ (1-Z)* + C}. (4.21) 

The integration constant, C, is evaluated using the boundary 

conditions = 1 at t = Zg = 0, for all K. Substituting 

this condition into the definition of the transform f(ç,Z2), 

we have that 

_ Ç f(ç,0) = C = (4.22) 
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where the magnitude of ç Is now restricted to the range |ç|<l 

to ensure the convergence of the transform. Equations 4.21 

and 4.22 together yield 

Z ^2 
ffG.Zg) = e ̂  I dZeYGZ(i_z)G + (4.23) 

0 

The pair vacancy distribution functions can now be obtained 

as Inverse transforms of this function using the theory of 

complex variables. Thus, we have that 

(2) -yZp 1 
P^(0) = (l-Zg) e 2^ dç ;-Kf(c,Z2), (4.24) 

C 

where C Is a circular contour with radius r<l. Substituting 

Eqn. 4.23 Into this result we obtain 

(2) 2p^, -yz. ^ "m ""T^p 1 f 
P^(0) = (l-Zj) e sr J <1? « 

n 
Z, 

{e ^(-Y? I diZeYG%(l-Z)* + ^)}. (4.25) 

The complex Integrals appearing In this expression are 

readily evaluated by the Cauchy Integral formula, or the 

theory of residues (47), yielding Eqn. 4.12, as expected. 

Transform solutions for the singlet distributions can 

now be obtained directly from Eqn. 4.7. We can define the 

following transforms on the site dependence of the singlet 

vacancy distributions: 



www.manaraa.com

132 

n 1 (1) 
ZCc.Qg) = Pj+i(0)' (4.26) 

"  1  ( 2 )  
Jp,.n(0), (4.27) 

; i (2) 
and T(ç,q ) = I ç-^P.CO), 

j=l ^ 

( 2 )  
or Tfc.qg) = SfHfc.qg) + P^(0)) 

Note that from Eqn. 4.14, 

-Y(l-qp) 2p_. 
H(;,q2) = e "^fCc.qg). (4.28) 

After dividing Eqn. 4.7 by Eqn. 3.14 to eliminate the 

explicit time dependence of the left side, we can transform 

the resulting equations to give 

dZ(ç,qp) Z(ç,qp) 
d^' ^11 qZ •*" (l-2po3^+P]_3_)ÇH(ç,q2) 
2 2 (2) 

( 2 )  F , ( 0 )  

(l-2Poi+Pii)ÇPi(0) + (pQl'Pll^G ̂  

H(C,qp) 
+ (in)(Poi-Pii) ' (4.29) 
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which has solutions of the form 

11 
ZtC.qg) = «2 {(l-ZPgi+Pii); 

-P,, (2) 
dq q ^iPi(O) 

dq q ^^H(ç,q) 

+ (l-2Poi+Pii)G 

+ (PQJ^-P^l) (l+Ç) 
-(1 + P,,) 

dq q H(C,q) 

+ (Poi-Pii)G 
-d+p ) (2) 

dq q P^(0) + C (4.30) 

Equations 4.6 and 4.23 can now be substituted into this 

result and the integration constant, C, determined by 
(n) 

applying the boundary conditions P^(0) = 1 at t=0 for all 

n and K. The transform function of the singlet vacancy 

distributions so obtained is 

ZCS.Qg) = ^2 
'11 

?2 -(1+p, , )p 
dq q |^(l-2pQ^+p^^)çq 

(i"Pni)(g-i) 
* G + (P|3i-P^)çq 

^Pqi'^'^O^ (^"pQi^ ̂ ^ 

, Y(q-l) 2p 1 yc(q-l) 
+ ((l-2Poi+Pii)Cq + (Poi-Pii)(l+C))e Q e 

X (yç dq'q'^e'YGfs'"!) + ^ (4.31) 
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The Inverse transform of Eqn. 4.31 Is given by the contour 

integral 

(1) 1 f K 
PxCO) = 2?ï j dC Zfc.qg), K>2. (4.32) 

The solution of this equation for various K leads to the 

general solutions for the singlet distributions, 

'QS 
(1) Pnn 
PgfO) = qg dq q 

'(l"^Pll) 
(i-2p0i+pii)q 

(Poi+no+1) 

y(q-l) 
X e 

(pQi+no) (i-Pm)(q-i) 
01' 

+Y(q-1) 2p 
01 

r 9 
Y dq ' q ' + 1 + 1 (4.33) 

and, for K>2, 

( 1 )  
P%(0) = qg 

fqp 
p-i 1J /• ~(i"^P-I -] ) 
^ dq q {1-2P31+P^l)q 

M 2Pni Y(q-l) 

( dq' q'^ eK_3(Y(q-l) 

+ (Poi-Pii)e 

+ eK_2(Y(q-l)) 

y(q-l) 2p 
01 K-1 

Y 

+ 1 (4.34) 
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where e^^x) is the truncated exponential series. In the 

limit as K->a>, Eqn. 4.3^ properly reduces to Eqn. 3.20, which 

gives the singlet vacancy distribution on the infinite 

lattice. 

The above distribution functions can be utilized to 

study the effect of various end site transition rates on the 

lattice distributions. As previously mentioned, the end 

site transition rates are independent of the transition 

probabilities on the other sites of the lattice. We can 

therefore adjust Eq and the end site transition 

probabilities, so as to promote or inhibit the transition 

at site 1 and examine the effect that this has on the lattice 

distributions. 

For the numerical calculations of this Chapter, we can 

write the reduced transition probabilities Hq and as 

'iQ = Co/Too = ® (4-35) 

and 

Til = E^/TQQ = Hg e = rigCl+a). (4.36) 

For convenience, we have assumed that in 

our calculations, but this is not required. 

Figures 4.1 and 4.2 illustrate the effects of various 
( 1 )  ( 1 )  ( 1 )  ( 1 )  

end site transition rates on P^(0)/P^(0) and P2(0)/P^(0) as 

a function of P OO). The end site transition probabilities 
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in these figures are rig = ^o^'''00 ~ 0.4 and 2.5, and rig = 0.05 

and 20.0, respectively. In all cases a = 5.0. The effect of 

rig Is greatest at the end site, as is to be expected, but we 

also note a somewhat smaller effect on the singlet vacancy 

distribution at site 2. Figure 4.3 Is a plot of the same 

functions for several values of a at a fixed value of 

rig = 20.0. Here we note only small variations in the site 1 

functions with a, while the ratio of distributions at site 2 

is markedly affected. Prom these three figures we can 

therefore conclude that the value of determines the magni­

tude of the influence of the end site and the value of a 

determines the range of the influence of the end site on the 

lattice distributions. Ultimately, for large values of a and 

rig, the lattice will fill sequentially from the nucleatlon at 

site 1. Figure 4.4 shows the effect of the end site on pair 

vacancy distribution functions beginning at sites 1, 2, 3, 4, 

5 and For the values of rig = 20.0 and a = 5.0, we note 

that the range of Influence of the end site is approximately 

five sites. 

Possible applications of this semi-infinite lattice model 

are considered in Chapter 6. However, we can mention here 

that the semi-infinite lattice model can be used to describe 

such diverse problems as the increased activity of terraces 

and kinks on catalytically active crystals (48) or the 

Influence of the condition of the end site on the helix to 

random coil transitions in a polypeptide (34). 
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Figure 4.3. The quantity P. (0)/P (.0) (1=1,2) as a function 
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of P„(0) for Hq = 20.0, and a = 2.0, 5-0 and 7-0 
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CHAPTER 5. THE STICKING COEFFICIENT 

The final test of any model is to compare its 

predictions with experimental results. In this Chapter, 

we test our kinetic models by calculating the sticking 

coefficient for molecular chemisorption as a function of 

atomic covering fraction and temperature. We compare our 

calculated results to data taken from various experimental 

studies of molecular chemisorption on metal surfaces. Of 

the several phenomena which can be treated by lattice models, 

we choose to consider chemisorption in detail because of the 

relevance of adsorption phenomena to the modern analysis of 

catalytic processes; and, in particular, because of the 

availability of sticking coefficient data. In addition, 

chemisorption provides a convenient context in which to 

illustrate the effects of system dimensionality. 

It is usually the case that adsorbed molecules exist in 

one of two broadly defined adsorption states, which we refer 

to as physisorbed and chemisorbed. A physisorbed molecule 

is loosely bound to the surface by van der Waals forces. 

This means that it easily desorbs and is fairly free to move 

about on the surface. On the other hand, a chemisorbed 

molecule is chemically bonded to the atoms of the surface 

and for the purposes of this discussion we assume that is 

irreversibly adsorbed. We will assume that a molecule must 

first be physisorbed before chemisorption occurs, as is 
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widely believed to be the usual situation (49). The sticking 

coefficient is defined as the fraction of molecules which 

collide with the surface and eventually become chemlsorbed. 

Thus, we can define the sticking coefficient in terms of the 

change of the molecular covering fraction of chemlsorbed 

species. That is, the sticking coefficient, S, is given by 

_(1) 

s  .  .  ( 5 . 1 )  

where f(l) Is the average distribution of molecules (i.e., 

chemlsorptlon events) over all sites of the surface. 

The Exact Sticking Coefficient on an 

Infinite Lattice 

For the first part of our analysis we assume that the 

chemlsorptlon step of the kinetic process is rate determining 

and that the sticking coefficient is not a function of the 

concentration of physisorbed species. This assumption will 

be eliminated in a more general analysis later in this 

section. 

Since we are ultimately interested In the concentration 

dependence of the sticking coefficient, and not its absolute 

magnitude, we now define a normalized sticking coefficient, 

8', by 

(1) 

S '  =  ( 5 . 2 )  
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where S' Is normalized to one at t=0=O. Here, we hava made 
( 1 )  

use of the fact that f(l) is site independent and the fact 

that Tqq is the rate of addition to an empty lattice (i.e., 

the sticking coefficient for the empty lattice). Prom Eqn. 

2.12, we have that 

(1) T (1) 
f(l) = - (l-P(O)) (5.3) 

for a molecule composed of r+1 atoms. Substituting this 

result into the expression for the normalized sticking 

coefficient, we have that 

( 1 )  

S' - - XFFTTF^ ̂  • (5.4) 

( 1 )  
The time derivative of P(0), as given by Eqn. 3.47, when 

substituted into Eqn. 5.4 gives an expression for the 

sticking coefficient in terms of distributions introduced in 

Chapter 3. This substitution yields 

(r+1) (r+2) 
s' = p^^p(g_) + 2pQ3_p(g.) 

(r+3) 
+ (1-2Pq^+P^^)P(0.) . (5.5) 

We now evaluate this expression for monomer (r=0) and for 

dimer (r=l) adsorption, using the results from Chapter 3. 

Figures 5.1 and 5.2 give the results of these calcu­

lations for values of the interaction parameter of a = -0.8, 
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Figure 5.1. Theoretical sticking coefficient curves 
(S' vs 0) for the adsorption of a monomer 
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-0.5, 0.0, 1.0 and 5.0. These plots clearly show the 

differing effects of the attractive and repulsive Inter­

actions on the adsorption process. For values of a>o, the 

activation energy is lowered at sites next to an adsorbed 

molecule, thereby Increasing the tendency for molecules to 

stick. In fact, large positive values of a result in a 

normalized sticking coefficient that can be larger than one 

due to the strong attractive influence of previously adsorbed 

molecules. For a<0, adsorbed molecules raise the adsorption 

activation energy on neighboring sites and therefore lower 

the probability that a molecule will stick. The point at 

which the sticking coefficient goes to zero is the saturation 

covering fraction for the lattice. These coverages are, of 

course, the same as those shown in Figs. 3-3 and 3.6 when 

qr=0. 

Three experimental sticking coefficient curves for dimer 

adsorption on various metal surfaces are illustrated in 

Fig. 5.3. These curves are, in general, typical of sticking 

coefficient curves reported in the literature and represent 

the adsorption of molecules exhibiting repulsive and 

attractive cooperative interactions. The sticking 

coefficient curve for Og on a Ag film (50) is characterized 

by the strongly negative Initial slope and positive first 

derivative indicative of a strong repulsive interaction. 

The adsorption of cyanogen (CgNg) on Pt(llO) (51), on the 
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Figure 5.3. Three experimentally determined sticking coefficient curves for the 

comparison of theoretical and experimental results 
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other hand, gives a sticking coefficient curve that has a 

shape Indicative of an attractive interaction. Cyanogen Is, 

of course, not a simple diatomic molecule; however, it is a 

dimer and one of a few examples to exhibit a maximum in the 

sticking coefficient curve. The final curve illustrated in 

this figure describes the adsorption on on W(IOO) (52) 

and is characterized by a nearly zero initial slope and a 

sharp drop off near 0=0.5. This extended flat region is not 

seen in the model curves of Figs. 5.1 and 5.2 even though it 

is possible to choose parameters such that initial slope is 

zero (see for example. Fig. 5.2, a = 1.5). Clearly, this 

seemingly anomalous behavior is not directly described by 

our models. However, as we shall now see, a slight general­

ization of the kinetic models, which utilizes all the 

previously derived mathematical results, is adequate to 

explain this behavior. 

As previously mentioned, adsorbed molecules can be in 

a physisorbed or a chemisorbed state. We assume that all 

molecules Initially adsorb in the physisorbed state, and 

from this state they can chemisorb or desorb. In general, 

the rate of chemisorption now depends on the concentration 

of physisorbed molecules. Let Ç be the surface concentration 

of physisorbed molecules. This quantity is governed by the 

kinetic equation 

§1 = k^P - kgS - kj (5.6) 
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where P Is the gas pressure. The rate constants and kg 

govern the adsorption and desorptlon processes, respectively, 
(1) 

and df(l)/dt gives the rate at which the physisorbed state 

changes due to chemisorption. Presumably, the lattice 

undergoes relaxation after each chemisorption event (e.£., 

dissipation of a local excess of energy). If such relaxation 

is very rapid compared to the rate of chemisorption, then 
( 1 )  

df(l)/dt should be just proportional to Ç, and we can write 

Eqn. 5.6 in the form 

§§ = k^P - kgC - kgSS' (5.7) 

Here, kg is a rate constant serving the role of T q q  in our 

previous discussion, and S' is given by Eqn. 5.5. In this 

equation, S'=S'(0) can be interpreted as the normalized 

sticking coefficient for a hypothetical process occurring at 

some fixed value of g. By the above argument, if relaxation 

following chemisorption is rapid, S' is independent of the 

chosen, fixed value of Ç. However, the value of Ç can change 

as a function of 0, and hence the true normalized sticking 

coefficient, S, is 

To find 5(6), it is necessary to solve Eqn. 5.7, which in 

turn requires knowing 0 as a function of t. The kinetic 

equation governing 0 is coupled to the kinetic equations for 
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other distributions of chemlsorbed species, as Indicated in 

Eqns. 3.31, 3.32,and 3.33. By the above discussion, we must 

now take the rate constants, occurring in these 

equations to be proportional to Since Ç changes as a 

function of time, the chemisorbed distributions will now have 

a different time dependence than in the previous case. 
(n) 

However, since dP(o.)/d0 Is Independent of Ç (l^e., the Ç 

dependence divides out), the chemisorbed distributions, as a 

function of covering fraction, are exactly the same as in the 

previous case. This should always be true as long as lattice 

relaxation following a chemlsorptlon event occurs on a much 

shorter time scale than the rate of chemlsorptlon Itself. 

We could solve Eqn. 5.7 numerically, using the known 

functional form of S' to evaluate the normalized sticking 

coefficient, S. However, for low gas pressures we can obtain 

an approximate solution to Eqn. 5.7 by invoking the steady 

state approximation. That is, if Ç is assumed to be small 

and approximately constant, then = 0, and we find that 

=  ( V k 3 S ' )  '  ( 5 . 9 )  

or, by Eqn. 5.8 

^ = "tyS'' • (5.10) 

Here, y = k^/kg is the ratio of the rate of chemlsorptlon 

to the rate of desorptlon. We wish to emphasize that the 

steady state approximation is not being Invoked here for any 
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essential reason, but simply because It leads to a simple 

mathematical expression without altering the basic physics of 

the situation. 

It should be noted from this expression that the rate 

determining step of the adsorption process determines the 

basic shape of the sticking coefficient curve. This Is a 

specific example of the more general fact that the primary 

source of Information In a kinetic process Is the rate 

determining step. For example, at small values of y, 

chemisorptlon Is the rate determining step and the shape of 

the sticking coefficient curves Is dominated by the effects 

of the chemisorptlon process. In particular. In the limit 

as y^O, the sticking coefficient curves are completely 

determined by the chemisorptlon process and the results of 

our Irreversible models are directly applicable. In the 

opposite limit, where y^°°, the physlsorptlon step Is rate 

determining and over most of the range of 0 the sticking 

coefficient curves contain little or no information 

concerning the chemisorptlon step of the process. The 

sticking coefficient curves in this limit are flat and rather 

featureless. It is important to note that for any value of 

y, the lattice eventually fills and the effective rate of 

chemisorptlon decreases due to the lack of available surface 

vacancies. Ultimately, chemisorptlon is always the rate 

limiting step, and in this limit 

S  (l+y)S' .  ( 5 . 1 1 )  
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Thus, we can always gain Information about the chemlsorptlon 

process by studying the saturation region of the sticking 

coefficient curves. 

Figure 5.4 shows examples of the modified sticking 

coefficient curves for nonlnteractlng monomers In order to 

Illustrate the effect of different values of y. As has been 

explained, the curves become flatter In the low density 

region as y Increases, but they will ultimately saturate at 

the same value of 0. This Is In general true since satura-
(r+1) 

tlon occurs at the value of 0 for which P(0) = 0, where r+1 

Is the number of atoms In the molecule. 

The quantity 5 also depends on the Interaction between 

adsorbing molecules through the parametric dependence on a of 

S'. Figures 5.5 and 5.6 Illustrate the Influence of these 

Interactions on the sticking coefficient for dlmer adsorption 

on a linear lattice In the cases where y=10 and y=100. It 

Is apparent from these curves that the primary Influence of 

the Interactions Is In the region of high covering fraction 

where the probability of chemlsorptlon Is diminished due to 

the lack of surface vacancies. Near lattice saturation, 

curves for molecules with repulsive Interactions are 

typically concave and reach saturation at a lower covering 

fraction than do noncooperatlve molecules. Slightly convex 

curves at saturation, with slopes more negative than for the 
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Figure 5.4. The sticking coefficient. S, for a two-step 
monomer adsorption mechanism, where there are 
no cooperative interactions between adsorbing 
molecules. Here, y is the ratio of the rate 
of desorption to the Initial rate of 
chemisorptlon 
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Figure 5.5. The sticking coefficient for a two-step dimer 
adsorption mechanism. In this figure, y=10 
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Figure 5 . 6 .  The sticking coefficient for a two-step diiner 
adsorption mechanism. Here, y=100 
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noncooperatlve case, characterize the sticking coefficient 

for molecules with attractive interactions. 

In comparing the results of the above analysis with the 

experimental sticking coefficient curve for the adsorption 

of Ng on W(IOO), we quickly conclude from the general shape 

of the curve that the adsorption proceeds through a mobile 

precursor state which has a lifetime that is long campared 

to the rate of chemlsorptlon. We also conclude from the 

shape of the curve near saturation that adsorbed nitrogen 

molecules have a repulsive Influence on the rate of cheml­

sorptlon at neighboring surface vacancies. These conclusions 

are supported by the findings of other workers (53,54). 

We note that our models reproduce the general features 

of the experimental curves, however certain of their struc­

tural features (e , the peculiar hump in the cyanogen 

curve) do not lie within the range of model predictions 

produced by parameter variations. First, it must be 

remembered that we are comparing the results of a one-

dimensional model with data from a basically two-dimensional 

system. In some cases, most notably the adsorption onto the 

troughs of crystal faces with very open geometry (l8) or 

preferential adsorption along terraces in a crystal face 

(48), the one-dimensional models are perhaps appropriate. 

However, in other systems this comparison could result in 

quantitative (but probably not qualitative) deviations. 
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Secondly, It is, of course, not possible to perform an 

experiment with theoretical precision. Errors due to surface 

heterogeneities and lack of cleanliness. Inaccuracies in 

measurements, and several other factors contribute to the 

imprecision in experimental results. 

Since noble gases do not chemisorb at ordinary tempera­

tures, there is little experimental data to compare against 

our predictions for monatomlc adsorption. However, at very 

low temperatures (^^0°K) these gases physisorb with 

sufficiently long residence times (55) that the adsorption 

can be considered irreversible and can be described reason­

ably well by a sticking coefficient. Since the Interactions 

associated with physisorption are weak, we would expect these 

systems to have small a values. 

Sticking Coefficient Density Expansions 

on the Infinite Lattice 

The density expansions of the distribution functions, 

given in Chapter 3 can be substituted into Eqn. 5.5 to obtain 

truncated expansion approximations of the form 

S' = 1 + B0 + C0^ + D0^ + ... (5.12) 

for the sticking coefficient. These expansions, parametrized 

on a, are written below for monomers and dlmers: 
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S' 
monomer 1 - (l-2a)e-(2a+a^)0^+|(5a^+2a^-aS0^ 

and S' 
dlmer 

+ j^(-^a^-24a^+5a^+l8a^+a^)0^ + ... , (5.13) 

^ = 1 - (3-2a)(|)+(l-3a-a2)(|)2 

+ -^C 2-6a+5ci^+2a 

+ 8-2^a+30a^-2i|a^-3oi^+l8a^+a^ ) ( |-) ̂ 

+ (5.14) 

In Plg. 5.7, expansions of through quartic density 

terms (^.e., Eqn. 5.13), for a values of -0.8, -0.5, 1.0 and 

5.0 are plotted. Comparison with Pig. 5.1 illustrates the 

valid range of these density expansions. As expected from 

the results of Chapter 3, the truncated expansion is best at 

low densities and for small values of a. 

At low molecular densities the sticking coefficient 

varies linearly with the covering fraction, and hence by com­

paring the coefficient of the linear term In Eqn. 5.14 with 

the initial slope of the experimental curves, we can obtain 

an estimate of a. Furthermore, if we have experimental data 

as a function of temperature, we can estimate the activation 

energy. The value of a and its temperature dependence deter­

mined in this way is, at best, a crude estimate due to the 

lack of reliability of the experimental data at low densities. 
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Figure 5.7. Pour term density expansions of the sticking coefficient S' for the 
adsorption of a monomer with 1st n.n. cooperative interactions 
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Of course, If desorption competes with chemisorption, we 

should use the sticking coefficient of Eqn. 5»10. By 

expanding S in the density, we find that 

5  =  1 +  ( ï ^ ) B 0  +  . . .  ,  ( 5 . 1 5 )  

where B is the coefficient of the linear term in the density 

expansion of Eqn. 5.12. 

As described in Chapter 3, density expansions of the 

probability distribution functions (and hence the sticking 

coefficient) can be obtained by the vlrlal expansion method. 

Since this method can be applied to a lattice of arbitrary 

dimensionality, we can write an exact density expansion for a 

two-dimensional lattice of any desired geometry, and use the 

above procedure to determine a. Since adsorption is basi­

cally a two-dimensional phenomenon, this is presumably the 

appropriate way to determine a. However, the approximation 

in one-dimension obtained from Eqn. 5.14 is still of interest 

for comparative purposes. For the case where the atomic 

sites are arranged in a square lattice, the vlrlal expansion 

method gives that (25) B in Eqn. 5.12 is given by 

B = I (l8a-7). (5.16) 

We now examine an experimental situation for which we make 

use of this result. 
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Engelhardt and Menzel (56) have studied the temperature 

dependence of the chemlsorptlon of Og on Ag(llO) (which Is 

one of a very few studies of this type). The (110) face of 

Ag has a rectangular unit cell, and we assume that the active 

adsorption sites have the same symmetry. For simplicity, we 

approximate the rectangular lattice by a square lattice In 

order to utilize Eqn. 5.16. On substituting the interaction 

-((Jj -(|) ) 
parameter a = exp{ —^ } - 1 into Eqn. 5.16, we find that 

B Is given by 

B = ^(-25+l8exp{ (5.17) 

The activation energy difference (^^-^g) (l^e., the 

difference in the activation energy to the transition of a 

site with and without the 2nd n.n. site being occupied) is 

assumed to be temperature independent, and hence the 

temperature dependence of B is determined by the factor of 

1/T in the argument of the exponent. The activation energy 

difference is easily calculated from the slope of the 

experimental curves. 

In Pig. 5.8, the temperature dependence of B is compared 

to the variation in initial slope of the experimental 

sticking coefficient curves. The value of the activation 

energy difference used in the model calculations is 

((j)^-(j)Q) = 0.326 kcal/mole, which is the activation energy 
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difference for which the theory and experiment agree at 

T = 303°C. It Is seen In this figure that the general trends 

In the variation In experimental slopes with temperature are 

predicted by the model, but It falls short of accurately 

representing the temperature dependence. There are at least 

two possible explanations for the discrepancy. First, the 

activation energy difference could be temperature dependent. 

Such a dependence could possibly arise If the mechanism by 

which the Interactions are transmitted through the lattice 

Is temperature dependent. For example, the chemlsorptlon of 

a molecule might affect the activation energy by altering the 

local electron density, where this density, Itself, Is 

temperature dependent. Second, the temperature variation 

could also appear if the rate of desorptlon competes with the 

rate of chemlsorptlon. In such a case, we should use 

Eqn. 5.15 to describe the sticking coefficient, and the 

difference between experiment and theory In Fig. 5-8 can then 

be ascribed to the temperature dependence of the factor of 

l/(l+y). Figure 5.9 shows the temperature variation in y for 

this latter case, assuming that the first case above does not 

contribute. If we can assume that this curve has some 

physical content (i.e. , if the observed variation in y is not 

totally due to experimental error in the measurement in the 

low density sticking coefficient), then we note that the 

sharp change in the slope of y near T = 350°C indicates a 
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change In the difference between the activation energies for 

the chemisorptIon and desorption steps, and hence a change in 

the adsorption mechanism. Such a mechanistic change could 

possibly be attributed to a change in the active site for 

chemlsorptlon or other changes in the chemlsorbed state. 

We now comment on the effects of the dimensionality of 

the model on B. From Eqns. 5.14 and 5.16, we see that these 

limiting slopes for dimers derived from the one- and two-
1 1 dimensional models are = ^(-3+2a) and = ^^-7+l8a). It 

Is readily apparent that the dimensionality has a quanti­

tative, but not qualitative effect. In the special case of 

a=0 (the Langmulr model), the slopes are nearly the same, 

i .e.,  = -  3/2 and Bg = -  7/4, while in the limit as a^-1 

(the infinitely repulsive interaction), the slopes are 

B^ = -  5/2 and B^ = -25/4. The difference in the two slopes 

can be directly attributed to the increased surface coordi­

nation number (i.e.,  the number of nearest neighbors) of a 

site on the two-dimensional lattice, as compared to the one-

dimensional lattice. The adsorption of a dlmer onto the 

square lattice blocks a larger number of nearest neighbor 

sites from occupation than on the linear lattice. This gives 

rise to the slightly larger negative slope of the non-

cooperative case. Since the ratio of the number of 2nd n.n. 

sites on the two-dimensional lattice to that of the one-

dimensional lattice is substantially larger than a similar 
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ratio for 1st n.n. sites, the effect of dimensionality on the 

a dependence is even more marked. The qualitative similarity 

of the form of the two initial slopes is due to the assump­

tion of pairwlse additivity of the activation energies. 

Nucleation Effects on the Sticking Coefficient 

It is possible to study the effects on the sticking 

coefficient of nucleating adsorption on the lattice. The 

simplest means of doing so is to randomly seed the infinite 

lattice with adsorbed molecules and determine the sticking 

coefficient based on this initial lattice state. We can 

accomplish this by changing the boundary conditions which 

the kinetic equations must satisfy; that is, we set qj=p 

at t=0, for all j,  where 0<y<l. It is then possible to 

truncate the kinetic hierarchy as in Chapters 2 and 3, and 

solve for the sticking coeffficlent. For example, if we wish 

to randomly nucleate 0.1% of the sites, then we require that 

the boundary condition q^ = 0.999 at t=0, for all j,  be 

satisfied. This is formally equivalent to allowing the 

adsorption process to begin with all cooperative inter­

actions turned off, and then turning on the interactions 

when the required atomic density is reached. With this 

method, however, we are not allowed the freedom of indepen­

dently varying the interactions of the nucleated sites 

(i.e.,  in this case, the influence of all adsorbed molecules 
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Is governed by a). The results obtained In this comparatively 

simple manner are not qualitatively different from the results 

we will obtain when we independently vary the Influence of 

the nucleating sites. Therefore, having duly discussed this 

method, we proceed to the more general case. 

We can also model nucleation effects where the end sites 

are the nucleating sites. To this end, we can define the 

average sticking coefficient in an ensemble of lattices of 

finite length as 

(1) 

wh 

s' = N Î I ,  

, ( 1 )  

n=0 

ere ^(0)/dt is the sticking coefficient of site j 

on a lattice of length n, r^ is the probability distribution 

of a lattice of length n in the ensemble, and N is the 

appropriate constant to normalize the sticking coefficient 
(1) 

to one at t=0. The singlet vacancy distributions, P{j-} ^(0), 

required in Eqn. 5.18 are for the finite lattice with n 

sites. However, for computational simplicity, we assume 

that end effects are of sufficiently short range that a 

given site is at most Influenced by the closest end site. 

This means we can use probabilities on the semi-infinite 

lattice is our calculations. Substituting the singlet 

v a c a n c y  d i s t r i b u t i o n s  o n  t h e  s e m i - i n f i n i t e  l a t t i c e  ( i . e . ,  

Eqns. 4.5, 4.33 and 4.34), which are not a function of n. 
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into Eqn. 5.18 allows us to write s' in the form 

C O  d p ( l ) ( 0 )  

which is the starting point of our analysis. 

The similarity of this equation to the transforms of 

Chapter 4 is evident and can be exploited to directly utilize 

the transform functions in the solution of S'. To do this 

we first split s' into two infinite sums in the following 

manner: 

<=0 dPj^)(0) ^ 

where 6. is the kroneker delta. Prom the theory of complex 
J 3^ 

variables 6. has the well-known Integral form 
J 3^ 

^ (5.21) j,m 2tt1 C S 

where C is a circular contour around the origin with radius 

r<l. Substituting this result into Eqn. 5.20, we obtain 

s' = I % 
2irl Jg Ç 

• y y ç-"" y r 
j.O « m=0 nL 

( 5 . 2 2 )  

Thus, the sticking coefficient can be written in the form 
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where 

and 

4 ^ C , q p )  = I P ( } n ( 0 ) ,  ( 5 . 2 4 )  
j=0 

w ( ; , A )  =  I  I  r  .  ( 5 . 2 5 )  
m=0 n=m 

Here, w(G,X) has been written as an explicit function of 

lattice length A. In terms of the transforms defined In 

Chapter 4 

=  Z C G . q g )  +  p [ ^ ^ 0 ) .  ( 5 . 2 6 )  

To complete the derivation, we need only to specify the 

form of r^, the ensemble probability distribution of lattice 

lengths, and obtain Its transform, w(ç,X). In the absence 

of any a priori reason to expect that one lattice length is 

to be favored over another in the ensemble, we assume the 

lattice lengths are randomly distributed about some mean. 

Since the number of lattices in the ensemble is very large 

and the probability for any particular lattice length is 

small, the appropriate distribution of lattice lengths in 

the ensemble is the Poisson distribution 

^n -A 
r „  =  ( 5 . 2 7 )  

Where, again, A is the average lattice length. Substituting 

this distribution into Eqn. 5.25, we obtain 
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; n+l 
0) ( Ç , X )  =  Ï  r "  ï  •  ( 5 . 2 8 )  

m=0 n=m 

After Interchanging summations and performing some simple 

algebra, we obtain 

u ( ç , A )  =  j i ç  -  1 } .  ( 5 . 2 9 )  

and hence Eqn. 5.23 can now be written as 

( 5 . 3 0 )  

The term -ç/1-ç of a)(ç,A) does not contribute to this 

equation since it does not contain a pole inside the contour 

C. Further substitution of the explicit form for the 

d e r i v a t i v e s  o f  Z f ^ a q g )  a n d  p j ^ ^ ( O )  f r o m  E q n s .  4 . 3 1  a n d  4 . 3  

into Eqn. 5.30 yields the following expression for the 

sticking coefficient as a function of q^: 

.  ^2 
S' = N 

2IT1 '11 59' 
11 d q ' e Y ( 9 ' - l )  

X  q '  ( ( p o i - p i i ) + ( i - 2 p n i + p i i ) q  )  '01 ^11 

+ q, '11 



www.manaraa.com

171 

X (d+ç ) (pQ^-p^^)  +  ç ( l - 2pQ^+p^^)q ' )e  
Y Ç ( q ' - l )  

? 
YÇ dq" e-YS(4"-l)q"* + 

1-ç 
+ q ^11 _ç_ 

2 1-ç 

Y ( q ^ - l )  2p 
+ e 01 ( d + ç )  ( Pq^-P ^^) 

^2 

^  Ç ( 1 ~ 2 P g P 2 2 ) Q g ) ®  
Y S f q g - l )  

Y? dq ' e 
-YÇ(q -1) 

x q'« + + ç q. 
( P o i + H Q )  Y f q g - l )  

+  ( l - 2 P o ^ + p ^ ^ ) q 2 )  +  ( n n - n i ) q  0 "l'^2 
( P o i + n g )  Y f q g - l )  

e 

+ ( n o - n i )  dq" q 
^ ( P o i + ^ o  n ] _ - i )  

Y ( q ' - i )  
X e + 1 ( 5 . 3 1 )  

Some of the complex Integrals of this expression can be 

directly evaluated by residue theory; we evaluate the 

remaining complex integrals using a modified form of the 

method of steepest descents (57). The circumstances 

requiring the modification are sufficiently unusual that they 

merit a brief discussion. 
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In a typical application, the method of steepest des­

cents Is used to evaluate the asymptotic (large X) behavior 

of complex integrals of the form 

I  =  f d z  e ^ f ( G )  g ( z ) ,  ( 5 . 3 2 )  
J C 

The idea Is to pick an appropriate contour passing through, 

Zq ,  the saddle point of f(z). If this is done, the major 

contribution to the Integral comes from the part of the 

contour in the neighborhood of Zq .  For large X, the 

exponential function is effectively a sharply peaked 

Gaussian along the contour near the saddle point and hence 

the integral can be approximated by 

dt e"^ (5.33) 

In Eqn. 5.31, however, the complex integrals have the general 

form 

I = ® dç e*^^ ,  (5.34) 
I  ( 1 - S ) *  27ri 

for which the argument of the dominating exponential term, 

f(C) = 1/Ç, has no saddle point. It is therefore advan­

tageous to write the entire integrand as the argument of an 

exponent to formally create a saddle point at which the 

steepest descent method can be applied. The integrand. 
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which we denote by exp[g(A,ç)], then has the form 

e x p [ g ( A , ç ) ]  =  e x p { X / ç  +  j  2 n  &  2 n ( l - s )  

+ kO' (5.35) 

Expanding the Integrand In a Taylor series about the saddle 

point, ÇQ(k ), we obtain 

j  K C q f c )  

I = 

X / Ç  ( K )  -  X  
e  G g C c )  e  

( 1  -  C g f K ) ) *  2 n  

dç exp 
n=2 

(5.36) 

where g^^^ Is the nth derivative of g with respect to ç. 

For future use, we have explicitly Indicated the k dependence 

of ÇQ(k). However, this integrand Is not a Gaussian along 

the contour at the saddle point because all factors in the 

exponent are not scaled by A. The Integrand is sharply 

peaked at large A, but it is always skewed from a Gaussian 

function. In other words, more terms of the Taylor expansion 

of the argument of the exponent must be retained to provide 

an accurate representation of the Integral. To evaluate the 

Integral retaining several terms of the Taylor series in the 

exponent is a problem comparable in difficulty to the evalu­

ation of the original integral. For this reason, we approxi­

mate the integral in the following manner: The examination 
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of Eqn. 5.15 reveals that for large X, the saddle point is 

basically determined by the terms A/ç and I S,n(l-ç) and hence 

there Is only a weak dependence of Cq(k) on k .  It Is 

therefore convenient to examine the Integral I(K=0), which 

from Eqn. 5.34, has the form 

—X f A/Ç j 
I ( k = 0 )  =  d ç  1 -  .  ( 5 . 3 7 )  

h ( 1 - s ) *  

This Integral can be exactly evaluated In closed form by 

residue theory to yield 

I ( K = 0 ) = ( X - j ) ^ ~ ^ .  ( 5 . 3 8 )  

Since the Integrand of Eqn. 5.34 Is sharply peaked at a 

K C point that Is only weakly affected by e ,  this factor Is 

effectively constant on the portion of the contour near the 

saddle point. Thus, we can write 

K C n ( K = 0 )  g KÇ (k= 0 )  
I  ~  e  I (k= 0 )  =  ( X - j )  e  .  ( 5 - 3 9 )  

This result can be used to evaluate the complex Integrals 

of Eqn. 5.31 that cannot be readily evaluated in closed form 

by residue theory. The real Integrals of Eqn. 5.31 can be 

numerically Integrated with a twenty point Gauss-Legendre 

integration scheme as used in previous calculations. 

Figure 5.10 shows the results of the evaluation of 

Eqn. 5.31 as described above, where X and rig have the values 
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1.0 

X = 50 
X = I0 

a = 1.0 

ICO .5 

0 
0 

Figure 5.10. The Influence of the lattice length and the 
transition probability of the end site of a 
finite lattice on the sticking coefficient 
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X=10 and 50, and rir,~0.5 and 2.0. The value of a used in 
-Toot 

these calculations Is a=1.0. In this figure = e 

Is the independent variable,  and since is  basically a 

time variable, this figure reflects the time evolution of 

the sticking coefficient. The function S' can also be 

easily obtained as a function of the average singlet vacancy 
(1) 

distribution, F(0),  (and hence the average covering fraction, 
_(1) 

0, since 0 = 1 - P(0)) by numerically integrating the curves 
_(1) 

of this figure to obtain P(0) as a function of .  We note 

a marked dependence of the sticking coefficient on the 

lattice length, X. This dependence is directly related to 

the fraction of sites of the lattice that are Influenced by 

the transition rate t1q« For long lattices, the fraction of 

sites influenced by the end site is smaller than that for 

short lattices and hence the effect of rig on the sticking 

coefficient is less for the former. For example, if the 

range of influence of the end site for a particular value of 

rig and a is two sites, then for a fifty site lattice 4/50 or 

8% of the sites are Influenced by the value of rig* This 

compares to the fact that 4/10 or 40^ of a ten site lattice 

would be influenced under the same circumstances. As shown 

in Chapter 4, the range of the influence of the end site is 

primarily determined by the value of a and the magnitude of 

t h e  i n f l u e n c e  i s  d u e  t o  n ^ .  

\ 
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CHAPTER 6. OTHER APPLICATIONS 

The objective of this Chapter is to bring together and 

briefly discuss a number of examples illustrating the range 

of possible applications of our models to various problems 

in chemistry and physics. Some of the suggested applications 

are extensions of the work reviewed in Chapter 1. However, 

many more are original to the best of the author's knowledge, 

and, to an extent, some are speculative. Possible generali­

zations and extensions of the models are also discussed. 

Surface Chemistry Applications 

Our models can be applied to a number of different 

problems in surface chemistry. One problem of current 

importance is to study the activity of hydrodesulfurlzatlon 

catalysts In order to gain a deeper understanding of how they 

work and how their performance can be Improved. The hydro­

desulfurlzatlon process typically Involves using a metal 

oxide (58) (or metal sulfide (58)) surface to catalytically 

remove sulfur from heterocyclic organic compounds, and is 

of particular Importance to the petroleum Industry. The 

catalytic activity of these surfaces is thought to depend on 

the distribution of anionic vacancies in the surface oxide 

layer as Illustrated in Pig. 6.1. The vacancies allow the 

sulfur heterocycle to adsorb on or near the surface layer of 

metal atoms which then act as a source or sink of electrons 
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OH 4+ OH 

0—M—0—M—0—M—0— + 

H 

H" / 

/H H^\ /S 
HO S OH 

I I 
-0—M—0—M—0—M—0-

M 
—J 
OO 

0 „ 0 OH OH 
1 f 1 ZHz I ' I 

~0—M—0—A—0—M—Q— + CH2~CH—CH—CH2 ^ -0—M—0—M—0—M—0— + ^2^ 
6+ 

Pigure 6.1. A proposed mechanism for the catalytic hydrodesulfurization of 
thiophene on a metal oxide surface (38). The charge on the metal 

atom refers to its oxidation state 
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during the catalytic processes. For the specific details of 

the mechanism the reader is directed to the review article by 

Amberg (58). 

Under normal laboratory conditions, the metal oxide 

surfaces are strongly hydroxylated and are composed pri­

marily of metal hydroxide species. To create the necessary 

vacancies (i.e.,  to activate the catalyst) the surface is 

heated to give the following dehydroxylatlon reaction, which 

Is here depicted In one dimension: 

OH OH OH OH OH 
1 , I I I A I + I 
?  H _ ( g )  + -M-O-M-O-M- -^> -M-O-M-O-M-
'  '  I I I  I I I  

+  H g O f g )  +  e ~ .  ( 6 . 1 )  

The resulting anionic vacancy flanked by hydroxyl groups 

f o r m  t h e  p o s t u l a t e d  a c t i v e  s i t e  c o n f i g u r a t i o n  o f  F i b ,  6 . 1 .  

Presumably, this surface could alternately be prepared by 

the rehydroxylatlon of a dehydroxylated metal oxide surface. 

We are Interested In studying the manner In which the 

method of preparation of the surface affects the distri­

bution of active site configurations, and hence, the cata­

lytic activity of the surface. The mechanism of the hydroxy-

latlon and dehydroxylatlon of a metal atom on a metal oxide 

surface is known to Involve the reaction (i.e.,  the formation 

or decomposition) of one water molecule at a single metal 

site (59). We can therefore define two different types of 
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monomer (^.e., r=0) events to describe these reactions. The 

first event is defined to be an adsorption event which 

represents the hydroxylatlon of a metal site. In this case, 

the probability of the active site configuration of Pig. 6.1 
( 3 )  

i s  P ( l O l ) .  T h e  s e c o n d  e v e n t  I s  d e f i n e d  t o  b e  a  d e s o r p t i o n  

event which corresponds to the dehydroxylation of a single 

metal site. In terms of desorption events, the probability 
( 3 )  

of the active site configuration is P(OIO). The distribution 

of adsorption events evidently describes a surface that was 

prepared by rehydroxylation, while the distribution of 

desorption events describes a surface that was prepared by 

dehydroxylation. It may be recalled from Chapter 3 that 

these two distribution functions are not calculated from the 
( 3 )  

same hierarchy of equations. The P(lOl) distribution can be 

written in terms of distributions of consecutive vacant 

sites, and thus it is calculated using Eqns, 3.7> 3.11, and 
( 3 )  

3 . 1 4 ,  w h i l e  P ( O I O )  i s  e x p r e s s e d  i n  t e r m s  o f  a  d i s t r i b u t i o n  

of nonconsecutlve sites and hence requires the larger 

h i e r a r c h y  t h a t  a l s o  I n c l u d e s  E q n s ,  3 . 2 8 ,  3 . 2 9  a n d  3 . 3 0 ,  W e  

therefore expect that the distribution of active site 

configurations will depend to some extent on the method of 

surface preparation. 

In addition, we find that the cooperative Influence of 

a desorption event on the rate of dehydroxylation of a neigh­

boring hydroxylated site is not the same as the Influence of 
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an adsorption event on the hydroxylatlon of a neighboring 

vacant site. By the principle of microscopic reversibility, 

we know (7) that the activation energy for the transition of 

a site and that of the reverse transition Is related to the 

potential energy of the Initial and final states of the 

lattice site by 

E^^^(0^1,x) -  E^^^(l->0,x) = U(l,x)-U(0,x), (6.2) 

where Eg^^^(y^z,x) Is the activation energy for site tran­

s i t i o n  f r o m  c o n d i t i o n  y  t o  c o n d i t i o n  z  w i t h  a  1 s t  n . n .  s i t e  

in condition x. Also, U(y,x) is the potential energy of the 

lattice site in condition y with 1st n.n. site in condition 

x. It directly follows from this result that 

-  [Eact(l+0.0) 

1+0,1)] = âU(0)-AtJ(l), (6.3) 

where AU(x) = U(l,x)-U(0,x). For simplicity, we can now 

a s s u m e  t h a t  t h e  c h a n g e  i n  t h e  e n e r g y  o f  a  s i t e  d u e  t o  i t s  

occupation is unaffected by the condition of neighboring 

sites, and Eqn. 6.3 reduces to 

[Ea„t(0+1.0)-Ea,^(0+l,l)] = [Eact(l+0.0) 

-Eaotd-*",!)] (6.1) 

To compare the cooperative Influence of the adsorption and 

desorption events on the activation energy to the occurrence 

of the appropriate event on a neighboring site, we rewrite 
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Eqn. 6.4 in the form 

= " CEaot'Ô-Ï.Ô) 

-Gaot(Ô*î.î)]. (6.5) 

where 1 and 0 denote the condition of the site In terms of 

the occurrence (or lack thereof) of a desorptlon event. Prom 

Eqn. 6.5 It Is Immediately apparent that the Influence of a 

desorptlon event on the activation energy for the dehydroxy-

latlon of a neighboring site Is equal In magnitude, but 

opposite In sign to the Influence of an adsorption event on 

the activation energy for the hydroxylatlon of a neighboring 

site. Since any entropie effects on the rate of transition 

are Included in the pre-exponential factor A and are divided 

out when we solve the kinetic equations as a function of 0 

(i .e.,  becomes p^j), the change in activation energy 

determines the change in transition rate for the appropriate 

event. The different influence of the two types of events 

on the neighboring sites can therefore be reflected in the 

values of a chosen for each type of event. 
(3) (3) 

Figure 6.2 Illustrates the P(lOl) and P(OlO) as a 

function of the density of surface hydroxyl groups for the 

case where ^^adsor ~ -0.^193 kcal/mole. It is evident 

from these plots that the probability of the desorptlon 

event configuration is greater for a given value of 6 than 

of the corresponding adsorption event configuration. In 
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Figure 6.2. The P(lOl) distribution of monomers resulting from the deposition of 

( 3 )  
molecules onto an empty lattice (P(lOl)) and from stripping molecules 

( 3 )  
from a completely occupied surface (P(OIO)) 
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other words, for this value of ((jj^-c})^), the dehydroxylatlon 

of a fully hydroxylated surface gives a higher density of 

active site configurations than does the rehydroxylatlon of a 

dehydroxylated surface and hence a higher catalytic activity. 

This is to be expected because adsorption events will tend to 

cluster in this case leaving a lower density of anionic va­

cancies flanked by two hydroxyl species, The desorption 

events on the other hand tend to be more diffuse and hence 

giving rise of a higher density of active site configura­

tions. For positive values of ('l'2."'''o^adsor' expect that 

the adsorption events will give a more favorable distribution 

of active sites and this Is borne out by calculations. We 

can also note from these curves the covering fraction at 

which the highest catalytic activity occurs. Such informa­

tion is of potential importance for determining the best way 

to carry out the activation process. Another interesting 

feature illustrated in the figure is the nonreversibillty of 

the distributions during a cyclic adsorption-desorption 

process. Our model curves predict a hysteresis loop in the 

event distributions when the adsorption and desorption pro­

cesses are performed under similar experimental conditions. 

Our models can also be used to compare the distributions 

arising from adsorption and desorption under different 

ambient conditions; however, differences in the distributions 

n o t e d  i n  t h i s  c a s e  d o  n o t  c o n s t i t u t e  a  h y s t e r e s i s  e f f e c t .  
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In the case of the cyclic adsorption-desorptlon of 

dlmers, the physical difference In the boundary conditions 

satisfied by the distributions can also affect the distri­

bution of events. As we recall, dlmer events saturate the 

lattice at an event density of or 6<1. The desorption 

step immediately following the Initial adsorption step 

therefore does not start from a fully occupied lattice, but 

rather from a lattice with isolated vacancies. It is easily 

seen that the surface distribution at a given covering 

fraction will change with each succeeding cycle because of 

the change in the boundary conditions. This change continues 

until some steady-state configuration of sites is reached. 

Experimentally, hysteresis loops in cyclic adsorption-

desorptlon processes are noted In the study of the hydration 

of Y-alumina by Fuller and Agron (60), and of thorla by 

Gammage et (61). Other systems are discussed by Adamson 

( 5 5 ) .  

Our models can also be applied to other surface 

chemistry and heterogeneous catalysis problems. For example, 

Perl and Hensley (36) and Fuller et aJ. (1) have reported 

theoretical studies of the surface structure or surface 

composition of silica gel. The problem of determining the 

surface composition of silica gel is somewhat similar to that 

d i s c u s s e d  a b o v e  i n  t h a t  a m b i e n t  c o n d i t i o n s  p r o d u c e  a  s i l i c a  

surface dominated by hydroxyl groups. On heating, the 
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hydroxyl groups on two nearest neighbor silicon atoms 

condense, liberating HgO, and leaving an oxygen atom bridging 

two silicon atoms. This is illustrated in the following 

reaction : 
OH OH OH OH OH OH 
\/ \/ .  \ / 

Si + Si —> Si-O-Si + H . O f g )  (6.6) 

/ \ / \ / \ / 
It is clear that this is the two-dimensional analogue to the 

Plory model. If the event here is defined to be the reaction 

of two neighboring hydroxide groups, we can apply the dlmer 

(or r=l) cooperative model to determine the kinetic distri­

bution of bridging oxygen atoms and unreacted hydroxide 

groups. These results can then be compared to the Monte 

Carlo calculations and random model results of Peri and 

Hensley, and Puller et aJ., discussed in Chapter 1. 

Another application to a catalysis problem is the 

calculation of the product distribution arising from the 

Pischer-Tropsch synthesis. In the Pischer-Tropsch process, 

adsorbed carbon monoxide and hydrogen react to form hydro­

carbons of various chain lengths. One proposed mechanism 

(55) for this process is illustrated in Pig. 6.3, and can be 

briefly described as follows. Adsorbed CO molecules react 

with hydrogen reducing the CO to an adsorbed methanolic 

intermediate. Two of these intermediates can then react to 

form a chemisorbed ethanol species, the carbon chain length 

Increases with each succeeding reaction with an intermediate 
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^ /H 
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Figure 6.3- A proposed Plscher-Tropsch Mechanism (55) 
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species. The chain can be terminated through reaction with 

a hydrogen molecule. Variations of this basic mechanism, in 

general, give rise to a mixture of acids, alcohols, and 

other hydrocarbons of various carbon chain lengths as 

reaction products, depending on the conditions of the 

reaction and the choice of catalytic surfaces. For example, 

it has been shown (62) that on supported group 8 metals the 

Pischer-Tropsch process yields hydrocarbons ranging from 

almost pure methane on Pd to paraffinie waxes on Ru. The 

event for the simple mechanism discussed above is the 

formation of a carbon-carbon bond in the chain. The distri­

bution of a sequence of adjacent events then determines the 
( 5 )  

distribution of product molecules. For example, an f(01110) 

event distribution gives the probability of producing a 

molecule containing four carbon atoms. Our models can, of 

course, be used to obtain such distributions. 

Of continuing interest in surface chemistry is the 

effect of promoters and poisons on the rate of chemisorption 

or catalytic activity of a surface. In a very general 

sense, promoters and poisons are chemical species on the 

surface, or those physical features of the surface, which 

act to accelerate or retard the rate of reaction. Promoters 

are generally associated with lattice dislocations, point 

defects, and other surface defects (4$) that accelerate 

surface reactions by providing preferential locations for 
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nucleatlon reactions. Poisons, on the other hand, are often 

a s s o c i a t e d  w i t h  m o l e c u l e s  t h a t  o c c u p y  a n  a c t i v e  s i t e  o r  

otherwise serve to remove an active site from use. The 

effects of promoters and poisons on a surface distribution 

of events can be qualitatively described by our semi-

infinite or finite lattice models; the independent end site 

transition rate Is utilized to mimic the effect of the 

promoter or poison. Since our models are for one-dimensional 

lattices, the only type of defect we can describe is a point 

defect. On the two-dimensional surface, however, there can 

be a number of one-dlmenslonal defects, such as terraces, 

kinks and grain or phase boundaries, in addition to the 

point defects. A quantitative description of the effect of 

these higher dimensional defects, of course, requires a two-

dimensional model. Adsorption directly along the one-

dimensional defects (e.£. ,  terraces) perhaps could be 

directly described by our models. 

Examples of systems where the distribution of events is 

known to be effected by a promoting element are found in a 

variety of experiments. In a LEED study of the high index 

(i.e.,  stepped) crystal faces of Pt, Baron et a^. (48) 

report that kinks and terraces in the platinum surface have 

a marked effect on the activity of the surface toward the 

chemisorptlon of various hydrocarbons. Their results 

indicate that the terraces promote surface reaction by 
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providing favored sites for the adsorption and dehydro­

genatlon of hydrocarbons. A high concentration of kinks In 

the terraces promotes the rapid decomposition of the hydro­

carbons. Hall and Rasé (63) report a strong dependence of 

the catalytic activity of LIP crystals In the dehydrogenatlon 

of ethanol on the density of lattice dislocations. Point 

defects In the lattice of metal oxides with the scheellte 

structure are purported to play a direct role In the 

mechanisms of olefin oxidation In the kinetic studies 

reported by Sleight and Lynn (64). 

Nucleated surface reactions do not, however, always 

require a surface defect for promotion. Orent and Hansen 

(65) describe a highly cooperative surface structural 

rearrangement which occurs during the chemlsorptlon of 0^ 

and NO on Ru(lOlO). These authors report that at high 

temperatures an adsorbing oxygen (or NO) molecule can Inter­

act with the lattice to effect a change In the position of 

several Ru atoms. The probability that this rearrangement 

occurs at a given surface cell Is very small; however, once 

nucleated, the rearrangement Is thought to proceed rapidly 

In a highly ordered manner. 

Applications to Other Lattice Systems 

Polymer systems also form a fertile area of application 

of cooperative. Irreversible, kinetic models. Furthermore, 
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since such systems often can be adequately represented as 

being one-dimensional, they are particularly well-suited for 

study using our models. In fact, much of the development of 

one-dimensional models has been done in connection with 

polymer chemistry, and applications of these models to 

polymer systems are numerous in the literature. A fairly 

comprehensive review of these applications is included in 

the first chapter; several applications suggested in this 

section are extensions of these works. The kinetic analysis 

of polypeptide denaturation reported by McQuarrie e;t a^. (33) 

can be extended to include the effects of the finite molec­

ular length on the polymer structure with the models 

developed on the finite or semi-infinite lattice. The poly­

peptide chain is composed of monomer units with the following 

form: 

H  H  0  
I I II 

-N-C-C-

I 
R 

(6.7) 

X 

and takes on the structure of an a helix with the formation 

of a hydrogen bond between an amine hydrogen on each monomer 

unit and the acidic oxygen of the third following monomer 

unit on the chain. The event for this model is the forma­

tion of the hydrogen bond, and the distribution of events 

determines the conformational structure of the polymer. The 
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saturated lattice, In this case, represents a perfect a 

helix. In a related problem, the titration of polymer acids 

or polypeptides result in a distribution of Ions on the 

polymer chain which affects the helical nature of the polymer 

molecule. Defining the event for this system to be the 

removal of an acidic proton from a monomer unit, we can 

calculate the distribution of charged (and hence highly 

solvated) groups on the molecule which can then be related 

to the helical structure of the molecule. Finally, one 

possible interdisciplinary application of our models is the 

study of the adsorption of polymers onto pseudo-linear 

surfaces. The adsorption of such a molecule is an event with 

a very long range blocking potential. Hence, an analysis in 

the spirit of that of Chapter 2, in the section concerning 

the infinite line, is appropriate. 

Three-dimensional lattice systems offer some interesting 

applications of cooperative kinetic models. For example 

(66), perfect crystals of several sodium and calcium salts, 

most notably CaCO^, CaSO^, NagCO^ and NagSO^, are stable for 

long periods of time. However, if the crystals are 

scratched, they immediately begin to decompose along the 

scratch and continue to react only along the interface 

between the two solid phases. Chemical systems exhibiting 

this behavior are termed topochemical. These systems are 

strongly cooperative, as witnessed by the progression of the 
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reaction along the line of the decomposed phase. They rely 

on a promoter (here, the scratch) to nucleate the reaction, 

and hence, are clearly amenable to analysis by three-

dimensional versions of our models on the finite or seml-

Inflnlte lattice. The one-dlmenslonal analogue where the 

nucleating feature Is a point defect on the lattice can be 

treated as discussed In the last section and should give 

qualitative Information about the process. Other chemical 

problems that can be considered to be topochemlcal and well-

suited to analysis by our models include the stability of 

explosives (55), the corrosion of metal surfaces, and the 

sublimation of crystalline solids. 

In addition to the topochemlcal applications noted 

above, higher dimensional generalizations of our models can 

be used to calculate distributions arising from other 

Irreversible processes in a three-dimensional lattice system. 

As a particular example, calclte, the naturally occurring 

hexagonal form of CaCO^, undergoes molecular decomposition 

according to the reaction 

CaCO_(s) —> CaO(s) + COgfg), (6.8) 

and gives rise to a distribution of CaO throughout the 

calclte crystals. The cooperative effect of a decomposed 

molecule on the decomposition of a neighboring site is an 

extremely interesting question and should be amenable to 
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treatment along the lines we have developed for one-

dimensional systems. In the somewhat similar problem of 

damage of a crystal by x-ray radiation, it should be possible 

to investigate the distribution of damaged molecules. The 

investigation of cooperative solid-solid phase transitions in 

a lattice and lattice melting might also be performed using 

generalizations of our models and methods. 

Jackson and Montroll (38) have studied the recombi­

nation of trapped nitrogen radicals in solid nitrogen. These 

authors present model calculations for one-, two-, and three-

dimensional systems in which nitrogen radicals condense from 

a gas to form a crystalline solid. They are then allowed to 

randomly recombine with one nearest neighbor radical to form 

a nitrogen molecule. The average number of unreacted radical 

species is the quantity of interest. As discussed in Chapter 

1, the calculations of Jackson and Montroll are not based on 

kinetics and hence, are not completely appropriate to the 

problem. However, by defining an event for this system to 

be the recombination of two nitrogen radicals, this system 

could also be modeled along the lines we have developed to 

obtain the distribution of nitrogen molecules resulting from 

the irreversible kinetic process. The similarity of this 

problem to those considered by Plory and Peri and Hensley is 

evident. 
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In a related problem, we can consider a one-, two-, or 

three-dimensional solid matrix composed of unsaturated hydro­

carbons in which a very small number of radicals have been 

embedded. In this case, the radicals are assumed to be so 

sparsely distributed that the reaction of two of the radicals 

Is unlikely. Instead, the radicals react with neighboring 

hydrocarbon molecules to create hydrocarbon radicals, which 

in turn react with other hydrocarbons, thus giving rise to 

addition polymerization. The polymerization continues until 

chain termination results from the reaction of the radical 

ends of two chains (or by reaction with the vessel walls). 

There are two types of lattice problems associated with this 

process, which are possible candidates for analysis by 

methods of the type which we have discussed. The first 

involves determining and controlling the distribution of 

radical precursors in the matrix preparation process. This 

distribution is clearly an Important determinant of the 

nature of the final polymer product. The second problem is 

concerned with how the polymerization bonding evolves from 

a given distribution of radicals. This is somewhat similar 

to the Pischer-Tropsch problem discussed in the previous 

section. 
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Model Refinements 

In the preceding sections we have discussed a wide range 

of possible applications for the models developed earlier In 

this work and extensions of these models. We now wish to 

examine In some detail the limits of applicability of our 

models and to discuss the various possible refinements 

required to treat the problems we have considered. It was 

seen In the previous chapter that the sticking coefficient 

as calculated from a one-dlmenslonal model was in good 

qualitative agreement with experimental results, but the 

two-dimensional version of this model somewhat improved the 

quantitative agreement. This is, of course, expected since 

surfaces are two-dimensional. We think that this is a 

typical example of the type of qualitative information 

which is gained by using a one-dlmenslonal model to treat a 

problem of higher dimensionality. For quantitative 

considerations, we need kinetic equations for lattices of 

higher dimensionality. These kinetic equations have been 

developed and are similar to those in one-dimension in that 

they also form an infinite hierarchy of coupled differential 

equations (25). As previously mentioned, these hierarchies 

cannot be truncated exactly and hence, exact, closed form 

solutions cannot be obtained. Solutions in various degrees 

of approximation can be obtained for arbitrary Interaction 

range and various lattice geometries through methods similar' 
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to that described by Vette e^ aJ. (12) In their Investigation 

of two-dimensional models for non-cooperative events. The 

vlrlal expansion formalism (25) discussed In Chapters 1, 3 

and 5 provides an alternative, exact solution to the higher 

dimensional models In the form of an Infinite expansion. 

There are features of our models, other than 

dimensionality, which at present limit the physical systems 

which can be quantitatively studied. One Is that we have 

only one type of event site, another Is that we have only 

one type of event. In a sense, these two restrictions are 

related In that for a perfect lattice we need only consider 

the entire unit cell (and the various possible types of 

sites contained therein) as a single site on which many 

different types of events can occur (?)• This point of view 

has obvious theoretical advantages, but as a practical 

matter. It may be more convenient to consider that there are 

both different types of events and different types of sites. 

A reversible model Is a specific case where It Is useful to 

explicitly consider two different events In the form of an 

event and the reverse of that event. More generally, the 

lattice may not be perfect. In which case one must consider 

that there Is a distribution of sites on which the events of 

Interest can occur. This distribution could Itself be formed 

from an earlier Irreversible process. Examples of this are 

the radical polymerization of hydrocarbons discussed In the 
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previous section, and the cyclic hydratlon-dehydratlon of 

various surfaces as discussed In the first section of this 

chapter. Finally, an Important generalization is when an 

event occurs at more than one site. Of course, this Is 

exactly the case for the space-filling lattice discussed In 

Chapter 2. However, our starting point for that discussion 

was an event lattice on which an event was described as a 

transition of a single site. It is not always possible to 

define such an event lattice. For example, reversible,^ 

dissociative dimer adsorption can give rise to atomic 

distributions which cannot be described by distributions of 

events occurring at a single site. This is Illustrated in 

Fig. 6.4. Kinetic equations for all these situations can be 

derived using the techniques and processes we have developed 

in this thesis. As might be expected, the equations increase 

rapidly in complexity as the models become more general. 

Some of the generalizations mentioned above have already 

been considered. For example, Cohen and Relss (10) have 

considered the effect of a distribution of active and 

Inactive sites on the distribution of non-cooperative events 

for a one-dimensional lattice. As previously discussed, 

Glauber (2) has utilized a master equation approach to 

describe the reversible kinetics of events on a homogeneous 

(i^e., only one type of site), one-dimensional lattice. 

Hoffman (7) uses a similar master equation approach to 
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describe reversible kinetics on a lattice of general 

dimensionality and composition. 

Further generalizations of kinetic lattice models and 

their applications to problems of the type we have discussed 

promise to offer Intriguing topics for further research. 
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CHAPTER 7. THE ACTIVATED CHEMISORPTION OF METHANE ON 

W(llO): AN EXPERIMENTAL STUDY 

Introduction 

In this final chapter, we describe an experimental 

Investigation of the vibrational state dependence of the rate 

of chemlsorptlon (l^e., the sticking coefficient) of normal 

methane, CH^, on the hexagonal (110) face of crystalline 

tungsten. This study was undertaken to compliment our 

statistical investigation of the molecular sticking 

coefficient, as reported in Chapter 5, and to gain further 

insight into the mechanism of chemlsorptlon of polyatomic 

molecules. We note at the outset that the results of our 

study proved to be inconclusive because of various technical 

problems. These problems, and their possible solutions, are 

discussed in a later section of this chapter. 

The chemlsorptlon of diatomic molecules on transition 

metal surfaces has been studied extensively and is known to 

occur via molecular dissociation and the adsorption of the 

atomic species on the surface (55)- On a clean surface this 

process generally occurs with a large sticking coefficient 

and it is therefore thought that no significant activation 

barrier exists to inhibit dissociative adsorption. On the 

other hand, the detailed chemlsorptlon mechanism of poly­

atomic molecules has not been as well characterized because 
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of Its complexity. Most Investigators, however, recognize 

that saturated hydrocarbons chemlsorb slowly with a signifi­

cant activation barrier. For example, the chemlsorptlon of 

methane on rhodium has an activation energy of kcal/mole 

(67). The molecules are presumably activated by the 

population (thermal or otherwise) of their various Internal 

energy levels. It Is of present Interest to determine which 

of these Internal degrees of freedom are Important to the 

activation process. 

Only a few studies have been reported In which the 

detailed chemlsorptlon mechanisms of simple, saturated hydro­

carbons have been Investigated. Stewart and Ehrllch (67) 

report a study of activated chemlsorptlon of methane on 

rhodium In which the energy levels of normal methane and the 

various deuterated Isotopes of methane were thermally popu­

lated over the temperature range of 300°K<TQ^g^710°K and 

allowed to chemlsorb on the rhodium surface which was held 

at 245°K. Essentially no chemlsorptlon of any of the methane 

Isotopes was observed until the gas temperature was In the 

range 600°K<Tg^g<710°K, at which time ttie rates of cheml­

sorptlon of all species were increased. In this temperature 

range, the rate of chemlsorptlon of CHj^ was '>^10 times that 

of CDjj and '^3 times that of CHgDg. This kinetic isotope 

effect suggests that translational and rotational energy 

levels are not primarily responsible for promoting the 
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activated process since the difference In translatlonal and 

rotational energy levels between the Isotoplc species could 

not account for the large rate differences. Electronic 

energy levels were also excluded on the basis that the lowest 

excited electronic state of CH^j lies ~150 kcal/mole above 

the ground state, which Is much higher than the measured 

activation energy of '\'7 kcal/mole. Thus, the thermal popu­

lation of excited electronic levels at 600°K Is negligible. 

The remaining viable excitation mode, molecular vibrations, 

was therefore determined to promote the activated adsorption 

process. This Is a reasonable deduction on the basis of the 

energetics of the situation (the vibrational mode of CH^i 

at 2180 cm~^ lies 6.24 kcal/mole above the ground vibrational 

state and the activation energy for the process was 

determined to be kcal/mole), and the fact that molecular 

dissociation usually involves excited vibrational states. 

To explain the large kinetic Isotope effect in the 

vibrational activation, Stewart and Ehrllch invoke Slater's 

unimolecular reaction model and propose that the belndlng 

mode is the critical vibration which leads to dissociation. 

This analysis, however, met with only marginal success. 

In a related study, H. F. Winters (68) studied the 

activated chemlsorption of methane on a tungsten surface by 

heating the tungsten surface to temperatures in the range of 

600°K_<Tg^^^^^g£2600°K. With this technique, he noted an 
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increase In the rate of activated chemlsorption similar to 

that of Stewart and Ehrllch, and a similar, but more marked 

kinetic Isotope effect at the higher temperatures. In a 

later article (69)s Winters explains his results. Including 

the large kinetic Isotope effect, In terms of a quantum 

mechanical tunneling model for the dissociation of C-H or 

C-D bond In which three adjustable parameters are utilized. 

The model calculations for the and Vg vibrational modes 

agree well with experimental results. 

It Is convincingly shown In the papers discussed above 

that vibrational modes are responsible for the activation of 

the chemlsorptlon process; however, there is no evidence 

presented to support which of the modes are most effective 

In promoting the process. It is seen from Table 7.1 that in 

the thermal excitation of the vibrational energy levels, all 

modes are significantly populated and it would therefore be 

difficult to distinguish the contributions of the Individual 

modes in promoting the activated chemlsorptlon. 

Table 7.1. The thermal population of n=l vibration levels 
in 

T, °K Vg Vg 

700 1.89 X 10"3 6.48 x 10"^ 4.57 x 10"^ 1.51 x 10"^ 

1100 8.44 X 10"3 1.03 X 10"^ 2.21 x 10"^ 2.05 x lO"^ 

1500 1.04 X 10"^ 7.83 X 10"^ 2.82 x 10"^ 1.44 x lO""^ 
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The goal of the experiment we describe In this chapter 

Is to selectively excite Individual Infrared active vibra­

tional levels of normal methane, CH^, and monitor the rate of 

chemlsorptlon on a tungsten (110) surface for each of the 

levels. In this manner, we can hope to determine the 

relative effectiveness of each vibrational mode In promoting 

activated chemlsorptlon. 

Experimental Methods 

Preliminary considerations 

The experimental technique we utilize Is conceptually 

simple. In an ultra-high vacuum system we physlsorb 

approximately one monolayer of methane onto an atomlcally 

clean tungsten surface. These molecules are vlbratlonally 

excited by Infrared radiation of frequency appropriate to 

the vibrational mode under study and allowed to chemlsorb. 

The physlsorbed methane Is flashed off and the amount of 

chemlsorbed methane Is determined by Auger analysis. 

Preliminary to the experiment, several details must be 

carefully considered. Methane Is a rotational spherical top 

with a very nearly spherical electronic distribution. 

Chemically, It Is a rather Inert gas which has a normal 

boiling point of 111.7°K. In order to physlsorb the required 

amount of methane on the surface, we have to significantly 

cool the tungsten crystal. At liquid nitrogen temperatures. 
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the saturation vapor pressure of methane, Pg, Is '^15 torr. 

In a typical gas-solld adsorption situation, monolayer 

coverage Is attained when P/Pg > 0.05. We therefore estimate 

a dosing pressure of ~0.5 torr will result In a significant 

surface coverage where the crystal Is held at ~77°K. 

The lifetime, T, of the vlbratlonally excited molecule 

on the surface and the rate of excitation of the molecules 

determine the concentration of excited molecules on the 

surface. We assume, because the methane Is only weakly bound 

to the surface, that the coupling of the vibrational states 

of the molecule with the various surface and bulk excitations 

of the solid (e.g., phonons) Is negligible and that the life­

times of the excited states can be approximated by their gas 

phase radiative lifetimes. The radiative lifetimes of the IR 

active \)g (3020 cm~^) and (1306 cm~^) modes have been 

reported (70) as 0.037 seconds and 0.39 seconds, 

respectively. We can estimate the transition rates Into 

these states as a function of the radiation field Intensity 

by solving the optical kinetic equation (71) 

^ = (N - 4/3 N^) \ , (7.1) 
^ 2ilTrhv^T ^ 

where and N are the number of molecules In state A and 

the total number of molecules, respectively, and I(v) is the 

Intensity of the radiation field as a function of frequency. 

In Eqn. 7.1 the degeneracy of state A is taken to be 3 
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because both the and modes are triply degenerate. The 

infrared source we utilize in this experiment is a Nernst 

glower. To obtain I(v) we therefore assume our radiation 

source is a blackbody at a temperature of ^^200°K and write 

Eqn. 7.1 in the form 

df n 1 1 
^ = 0.22(1 - H / 3  f^) (exp{hv/kT}-l) 

- (7.2) 

where f^ = N^/N. This result can easily be solved to give 

the fraction of molecules in the and modes; namely 

f, = 0.01 (1 - (7.3) 
^3 

and 

f, = 0.1 (1 - (7.4) 
^i| 

It should be remembered that these results are based on gas 

phase lifetimes and transition frequencies. We ignore any 

symmetry or energetic changes in the molecule brought about 

by adsorption. The results of Eqns. 7.3 and 7.4 must 

therefore be regarded as estimates. Because of the rela­

tively small fractions of excited state molecules shown 

above, we expect that it will be necessary to irradiate the 

physisorbed molecules for as long as practically possible. 

— 8 
At partial pressures of gaseous contaminants in the 10~ to 

10~^^ torr range (the contaminants are primarily CO and Hg 

from the background gases in the vacuum system) a monolayer 
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of contaminants could form in as little as 100 seconds at 

— R 
10~ torr, thus limiting the duration of the experiment to 

somewhat less than five minutes. 

Apparatus 

The experimental system we used is schematically 

depicted in Pig. 7.1. The ultra-high vacuum system is a 

commercial unit from Varian consisting of an ion-pumped, 

stainless steel bell jar equipped with an electron gun and 

cylindrical mirror analyzer (CMA) for Auger analysis, UTI 

quadrupole mass spectrometer (not shown), and a nude Bayard 

Alpert gauge. Pressures of 10~^^ torr were regularly 

attainable in the bell jar after bakeout. The mass spec­

trometer was used to determine the composition of the back­

ground atmosphere of the vacuum system. 

The tungsten (110) crystal used in our work has been 

used in previous experiments at this laboratory and is 

described in detail elsewhere (72). Prior to its use in 

this experiment, the crystal was mechanically polished, and 

before each experiment run, the residual surface carbon was 

removed by repeatedly reacting the crystal with oxygen and 

heating until Auger analysis indicated a negligible amount 

of surface carbon. This crystal was mounted in the vacuum 

system on a rotary manipulator which was equipped with a 

resistive element for heating the crystal to ^'1300°K and 
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Figure 7.1. A schematic of the system used in the investigation of the activated 
chemisorption of CH|^ on W(llO) 
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liquid nitrogen cooling colls that allowed the crystal to be 

cooled to ~130°K. A W-Re 5%, W-Re 26% thermocouple was spot 

welded to the edge of the crystal face to monitor surface 

temperatures. The methane gas (Llnde research grade, 9 9 . 9 9 %  

purity) was admitted into the bell jar through an auxiliary 

vacuum system and a leak valve to minimize the atmospheric 

contamination of the gas. As previously mentioned, the 

infrared radiation fc • this experiment was provided by a 

Nernst glower and admitted into the system via a CaFg 

window. The appropriate and v^j transition frequencies 

were obtained by filtering the glower radiation with bandpass 

filters with 100 cm~^ bandwidth centered near the gas phase 

transition frequency. 

Procedure 

The procedure followed in a typical experimental run can 

be summarized as follows: 

1) The surface was cleaned as described above. 

2) The crystal was cooled to 'vl30°K. This operation 

typically took 30 to 45 minutes. 

3) A "blank" Auger spectrum of the cooled crystal 

was taken to determine the condition of the 

surface prior to the physisorption step. 

4) The methane was dosed into the bell jar at 

pressures on the order of 10" torr and the 

resulting physisorbed layer was Irradiated 
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for three to five minutes at the desired 

frequency. 

5) After irradiation, the methane gas was pumped 

out of the system, the physisorbed methane 

was flashed off by heating the crystal to 

~300°K for 30 seconds, and the increase in 

surface carbon due to the chemisorption of 

methane was determined by Auger analysis. 

Results and Discussion 

As mentioned at the outset of this chapter, we were not 

able to obtain any conclusions from this experiment because 

of technical problems in the experimental procedure. The 

primary problem was determined to be the contamination of 

the surface from background levels of CO and Hg before the 

methane was physisorbed. The blank Auger spectra (step 3 

above) showed in all cases that carbon had accumulated on 

the surface, presumably from chemisorbed CO, during the cool 

down period in amounts that were roughly equivalent to that 

contained in the physisorbed layer. The amount of chemi­

sorbed Hg, of course, could not be determined by Auger 

analysis; however, the HgiCO ratio in the background gases 

was shown to be approximately 5:1, and we must therefore 

assume that a proportional amount of was also chemisorbed. 

Under such surface conditions the probability that a 
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vibrationally excited methane molecule will find a vacant 

surface site on which to chemlsorb is small. In addition. It 

was found that because of Inadequacies of Instrumental design 

the crystal could only be cooled to ^^30°K, well above the 

desired temperature of 77°K. The dosing pressure of lO"^ 

torr was also lower than the desired pressure of 0.5 torr 

noted earlier. As a result, less methane was physlsorbed 

than expected, thereby further reducing the probability that 

a significant amount of methane could chemlsorb. 

We attempted to resolve the surface contamination 

-11 problem by lowering the system pressure Into the 10 torr 

range with more frequent and longer bakeouts, cryogenic 

pumping, and adsorption onto a freshly deposited T1 film, 

all without measurable success. Dosing pressures were 

raised to offset the higher crystal temperatures during 

physlsorptlon; however, because of the levels of surface 

contamination no Increase In the amount of carbon was noted 

after Irradiation. 

Several modifications of the existing apparatus can be 

made to minimize the problems noted above. For example. It 

Is known that strictly Ion-pumped systems have a high back­

ground level of hydrogen, whereas systems pumped by diffusion 

pumps do not have this problem. The use of a diffusion pump 

In conjunction with the Ion-pumps of our system might help 

reduce hydrogen levels. Unfortunately, CO is much more 
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difficult to remove than hydrogen, although the amount of CO 

In the system might be reduced with a Ni getter. Another 

Important modification is to increase the contact of the 

cooling coils with the manipulator to reduce cool down time, 

and hence, lower the level of surface contamination. 

In conclusion, we feel that the method described above 

is a viable manner to study the participation of an 

individual vibrational mode in the activated chemisorption 

of methane when the cited technical problems can be overcome. 

It should be noted in closing that the lack of conclusive 

results from this experiment has no bearing on any of the 

theoretical material presented in earlier chapters. 
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